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Abstract—An Arabic word can be described according to its
lexical and morphological information. The lexical information,
conveyed by the root, consists of both semantic meaning and
syntactic properties (e.g. parts of speech). The morphological
information, encoded by patterns, is useful to group the words
having similar syntactic, inflectional and semantic behaviour.

Lexical analysis and morphological analysis have been sepa-
rately described since the very first studies of the Arabic lan-
guage. Although several scholarly works have illustrated Arabic
lexicon models that encode semantic meanings, a systematic
description of word patterns is still strongly lacking. In this
work, we have implemented an exhaustive resource consisting
of two levels: lexical and morphological. The lexical level collects
information extracted from the dictionary al=qāmūs al=muh. ı̄t. .
The morphological level describes pattern formalization, which
allows to enrich word descriptions with additional semantic,
morphosyntactic and inflectional information.

To build our digital resource, taking into account primary
source, lexical requirements, and reusability, we followed the
guidelines provided by the Text Encoding Initiative (abbreviated
as TEI). In particular, we adopted the TEI module for the
encoding of digital dictionaries and lexicons to formally represent
the medieval al=qāmūs al=muh. ı̄t. dictionary. Given the complexity
of describing the morphological information present in the
patterns, we also used the TEI module devoted to encoding
feature structures.

Consequently, we are building an exhaustive resource formed
by the lexical and the morphological blocks. These two compo-
nents are distinct but complementary resources where the lexical
data are connected to morphological information. In addition,
the morphological resource can be used as a stand-alone tool
that allows the morphological analyzers to capture aspects of
meaning that cannot be identified by current systems.

Index Terms—classical Arabic dictionary, digital lexicography,
al=qāmūs al=muh. ı̄t. , word patterns, TEI, feature structures

I. INTRODUCTION

THE Arabic language is a non-concatenative Semitic lan-
guage described at two distinct but complementary levels:

• Lexicographic studies focus on describing words and their
semantic characteristics. The Arabic lexicon is organized
considering the roots which are the main vehicular axes
of the semantic fields and to which the derived words
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are linked. For example, the words katab-a1 ‘he wrote’2,
maktab ‘office; desk’ and istaktab-a ‘he asked to write;
he dictated’, derive from - and are listed under - the root
ktb, which transmits the semantic field of “writing”.
The order of the consonants constituting the root is also
significant. The words bakat-a=hu ’he hit him’ and kabat-
a=hu ’he prostrated him, he humbled him’ derive from
the roots bkt and kbt, respectively, which have different
semantic fields.

• Morphological studies deal with morphological, syntactic
and semantic aspects, by identifying word patterns. The
patterns serve to generate words in combination with the
roots. For example, the word patterns R1aR2aR3-a,
R1āR2iR3 and maR1R2aR3, convey morphosyntactic
and semantic meanings about “dynamic, active and per-
fective verbs”, “agent name executing the action” and
“noun of place where the action unfolds”, respectively.
Furthermore, word generation also depends on the dom-
inant meaning embodied in the root. For example, the
“Noun of place where action unfolds” can derive from
the root ktb, whose dominant semantic field is the active
action of “writing”, but it cannot derive from the root
kbr whose dominant meaning is stative, ‘to be great, to
be large’.

Several studies have discussed the modelling of the Arabic
lexicon. For example, [18] analyzes the Arabic inflection
paradigms of verbs, while [21] describes the Arabic syntactic
characteristics of verbs. The work of [25] concerns a cus-
tomization of the lexical structure devoted to Arabic lexicons
by adopting the TEI dictionary schema. The authors of this
work have also created an Arabic lexicon editor, equipped
with a check tool, based on both the ISO standard LMF
(Lexical Markup Framework) and the TEI guidelines [5].
Unfortunately, the developed tool has not been published yet.

In [28] [29] [30], the authors state that the first goal of Ara-
bic computational morphology is to formalize the inflectional
morphology. Their goal is to create a procedure for a complete
morpho-syntactic annotation of Arabic texts, leveraging an

1For the syntax and semantics of interlinear glosses, we used the Leipzig
Glossing Rules [11]. Interlinear morpheme-by-morpheme glosses give infor-
mation about the meanings and grammatical properties of individual words
and parts of words. Segmentable morphemes are separated by hyphens and
clitic boundaries are marked by an equals sign. For example, in katab-a=hu
’he wrote it’, the final vowel –a is the inflectional suffix of the third singular
person and the suffix =hu is the accusative pronoun.

2Arabic words are transliterated and accompanied by the corresponding
English meaning within single quotation marks.
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advanced FST (finite-state transducer) implementation and
using a root-and-pattern system. They created an inflectional
resource for Arabic with a large coverage of inflected forms.
Even for this work, the created resources are not available.

Finally, several efforts resulted in the Arabic WordNet,
which is an Arabic lexical resource similar to EWN (see [1]
[2] [4] [6]).

In contrast, there is no linguistic model of the morphological
system providing a systematic description of patterns and
their functions [35]. The word pattern description is well-
established within the linguistic tradition but, to the best of
our knowledge, it has never been faced in a computational
perspective.

Consequently, our work aims to develop an Arabic resource
able to consider two perspectives, i.e. the lexical level, which
defines the formal representation of the lexicon - extracted
from the primary source al=qāmūs al=muh. ı̄t. (henceforth
qāmūs); and the morphological level, which formalizes the
inflectional, semantic and syntactic characteristics of the word
patterns. As the quotation states:

Medieval grammarians and lexicographers had
designed Arabic morphology and lexicography for
human minds tooled up with paper, whereas we
should design Arabic computational morphology for
humans equipped with processors and memory de-
vices. [30] (page 7)

Hence, one of the challenges is to select suitable digital
models and approaches. Many formal models and practical
approaches have been proposed which describe and implement
electronic lexical resources. Among these, alongside the well-
known model provided by the Text Encoding Initiative, the
digital lexicography community recently obtained significant
results, including a new multi-modular release of the Lexical
Markup Framework (LMF)3 [20] as well as a promising
proposal intended to provide a higher degree of compatibility
among lexical resources encoded by using TEI, called TEI
Lex-04 [19].

With respect to the aforementioned initiatives, the special
feature of the TEI model takes into account, at the same time,
a formal representation of the lexical elements and of the
primary sources [32]. For these reasons, we decided to follow
the guidelines provided by TEI to obtain a digital systematic
resource. In particular, since TEI is designed to be modular,
a lexical resource can be encoded by identifying suitable
elements (XML tags) explicitly declared within specialized
modules. For instance, the main encoding elements that we
used for our work are defined within the “dictionary” module
(9th module of the guidelines)5 and the “feature structures”

3The current LMF standard is the ISO 24613-1:2019, for more details see
https://www.iso.org/obp/ui/#iso:std:iso:24613:-1:ed-1:v1:en

4In order to delve into TEI lex-0 data format, see also the documentation
at the following web address
https://dariah-eric.github.io/lexicalresources/pages/TEILex0/TEILex0.html

5TEI-Dictionary, 9th module of the TEI guidelines is devoted to encod-
ing lexical resources of all kinds. https://www.tei-c.org/release/doc/tei-p5-
doc/en/html/DI.html.

module (18th module of the guidelines).6

Module 9 defines elements for encoding dictionaries and
lexical resources. Module 18 defines elements for encoding
complex structures - known as feature structures - which group
different properties in a bundle of nested entities.

In the light of these considerations, the elements of the
TEI Module 9 have been adopted to encode the part of the
resource concerned with lexical data. On the other hand, the
elements of the TEI Module 18 have been adopted to encode
the part of the resource concerned with the description of word
patterns. As a matter of fact, the expressiveness of the feature
structures allows us to represent word patterns by exploiting
their general purpose “linguistic metalanguage”. Thanks to this
choice, any descriptive morphological unit within a particular
structure can make reference to elements encoded in any other
feature structure.

In our previous work [27], we described a first attempt to
model the morphological word patterns by using the TEI inter-
pretation approach. This model makes it possible to separately
encode the two levels (lexical and morphological), and at the
same time to link them together. However, during the encoding
work, we realized that the expressiveness of the <interp>
TEI element was not sufficient to structure the complexity
and richness of the morphological information conveyed by
the patterns. Consequently, the “patterns structure” led us
to select the encoding elements defined within module 18
of the guidelines, i.e. Feature Structures. This paper is an
extension of our previous conference paper [27], where we
illustrated some issues we addressed when constructing the
aforementioned multi-perspective resource and some choices
that we made to overcome the problems. We explain why we
adopted the feature structures of the TEI encoding system to
describe the morphological perspective.

The paper is organized as follows. Section II provides an
overview of the morphological characteristics of the Arabic
language. In section III, we discuss the primary source of
our work qāmūs and explain the steps we followed to obtain
the digital Arabic lexical resource. Section IV describes the
encoding model we chose to design our resource according
to the TEI guidelines. This section encompasses two topics:
(i) representation of the lexical semantic level; (ii) representa-
tion of the morphological level. In the final part of the article
(sections V and VI), we discuss and summarize our research
purposes.

II. ARABIC LANGUAGE CHARACTERISTICS

A. Modern Standard Arabic vs Classical Arabic

In the introduction of his work, Wehr sought to define the
Arabic language from both a diachronic and a diatopic point
of view [33]. Throughout the Arabic world, the vocabulary
and phraseology of modern written Arabic are found in the
prose of books, newspapers, periodicals and letters and are
used in formal public communication (radio and television).

6TEI-FS, 18th module of the TEI guidelines is devoted to encod-
ing analytical descriptions of all kinds. https://tei-c.org/release/doc/tei-p5-
doc/en/html/FS.html
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Consequently, the morphology and syntax of written Arabic
are essentially the same in all Arabic countries.

Traditional adherence to the ancient linguistic norms and
models of classical literature, especially the Qur’an, has
allowed the language to remain intact over the centuries. As
a result, Arabic phonology, morphology, syntax and much of
the vocabulary have remained relatively unchanged since the
earliest times. As pointed out by Wehr, quotations from the
Qur’an and classical literature in modern literature show that
it is not easy to distinguish between living and obsolete usage.

Thus, modern Arabic is a written language heavily influ-
enced by traditional norms that must express a multitude of
new foreign concepts, not for a single but for many countries
covering large geographical areas. Therefore, vocabulary dif-
ferences, both diachronic and diatopic, are mainly limited to
the domain of specialized vocabulary that should be included
in a separate dictionary. Likewise, colloquialisms and dialectal
expressions that have spread in written form must be listed in
appropriate dialect dictionaries or glossaries that vary from
one country to the other.

In conclusion, Wehr distinguishes three types of resources.
The dictionary of the Arabic written language has undergone
few diachronic and diatopic variations, dialect glossaries and
resources of specialized domain vocabularies.

In this work, we aim to construct a dictionary of the Arabic
written language.

B. Arabic morphological characteristics
The Arabic language structure is based on a discontinuous

morphological system. Words result from the combination of
two abstract morphemes, namely the root and the word pattern,
which intermingle and emerge in a discontinuous manner. The
root is exclusively consonantal and carries a dominant meaning
that is found in all derived words. Tables I and II illustrate
some examples of words deriving from the root ktb and kbr,
respectively.

TABLE I: Some examples derived from the root {ktb}

Word English translation Pattern
katab-a he wrote R1aR2aR3-a
kattab-a he did write R1aR2R2aR3-a
istaktab-a he asked to write; he dictated istaR1R2aR3-a
maktab place for writing, office maR1R2aR3

maktabah library; bookstore maR1R2aR3ah

TABLE II: Some examples derived from the root {kbr}

Word English translation Pattern
kabar-a he was older than.. R1aR2aR3-a
kabir-a he was, became full-grown; he was old R1aR2iR3-a
kabur-a he was great, big; he was important R1aR2uR3-a
kabbar-a he raised R1aR2R2aR3-a
istakbar-a he considered great or important istaR1R2aR3-a
kabı̄r great, big, large, voluminous, spacious R1aR2 ı̄R3

kibar greatness; largeness R1iR2aR3

The root ktb transmits the semantic field of ‘writing’ and the
root kbr transmits the semantic domain of ‘greatness; large-

ness’. Therefore, words deriving from the same root constitute
a derivational family and are morphologically, phonologically
and, to some extent, semantically related [10].

To give a phonological structure to a word, vowels and
sometimes specific consonants are added to the radical con-
sonants. In order to indicate the nature and position of the
potential added affixes, we use the word pattern. For example,
we use the pattern maR1R2aR3 to derive the ‘name of
place where action takes place’, like maktab ‘office (place of
writing)’.

In addition, the word pattern also conveys morphosemantic
and morphosyntactic information. For example, the patterns
R1aR2uR3-a and R1aR2aR3-a indicate that the correspond-
ing word is an active and perfective verb. However, according
to R1aR2uR3-a, a constructed verb belongs to the category
of ‘stative verbs’ and is necessarily intransitive, like kabur-a.
Instead, according to R1aR2aR3-a, a constructed verb belongs
to the category of ‘dynamic verbs’ and can be transitive or
intransitive.

Summing up, root and word patterns are complementary
in capturing the information conveyed by a word. Indeed,
current psycholinguistic studies show that roots and word
patterns are considered lexical units that govern the entire
word recognition process [7]–[11]. These two perspectives are
ultimately formalized in terms of autosegmental phonology,
[22]–[24], as shown in Fig. 1.7

Fig. 1: Example of multi-linear representation: triliteral verb
kataba

III. PRIMARY RESOURCE

A. Characteristics of qāmūs

We chose to work with the Arabic lexicon qāmūs for
a number of different reasons, primarily, because of the
authoritative status in the Arabic speaking world and the
comprehensiveness of its entries. In his introduction, the
author, ’al-fīrūz’ābādī (1329-1414), states that the lexicon was
created by merging together several pre-existing dictionaries.
As part of the process of compilation, ’al-fīrūz’ābādī greatly
reduced the original contents from the source dictionaries he
was using by eliminating examples, Quranic quotations, poetry
and some grammatical information. The fact that AQAM is a
well-structured lexicon containing short lexical items makes
it an excellent candidate for conversion into a computational
lexicon.

7Word pattern level is called skeletal tier by McCarthy.
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B. Macrostructure of qāmūs

The entries of qāmūs were arranged by following the rhyme
system. Therefore, lexical items were recorded as a unique
group under the root from which they derive, and the order
of the roots was obtained according to the following schema:
firstly, the third radical consonant, then the first, and finally the
second [3]. For example, the entry maktab is recorded under
the root ktb, within the section of the consonant b (bāb al=bā↩),
then within the chapter of the consonant k (fas. l al=kāf ), and
finally according to the consonant t.

To obtain the digital version of qāmūs, our project went
through various phases described in [26] [16] [17], which
are summarized below. The multi-level implicit information
was extracted and tagged using formal rules written from
the information provided by the dictionary itself. To identify
the parts that characterize the macrostructure and each lexical
entry along with its definition, we manually marked the text
with a set of symbols that helped us to segment the text. As
shown in Fig. 2, the text is constituted by:

• sections corresponding to the third consonant of the roots
and marked by the symbol *1*.

• Each section is divided into chapters corresponding to the
first radical and marked by the symbol *2*.

• The chapters are also divided into root families. The
symbol @ marks the beginning of the family as well
as the first lexical entry. Finally, the other entries of the
family are marked with the symbol $.

Fig. 2: Macrostructure of qāmūs

A structural and linguistic rules-based approach was de-
signed for automatic extraction of the information. The ad-
dition of superficial markers allows us not only to segment
the text but also to extract information about the value of
the radical consonants. Fig. 3 illustrates the text segmentation
phases, while Fig. 4 illustrates the result of text encoding in
a proprietary XML format.

C. Microstructure characteristics

Lexical information extraction depends on the knowledge
of the deep structure of qāmūs, the style of its author, and the

Fig. 3: Phases of text segmentation according to the
macrostructure

Fig. 4: Text conversion to XML format

systematic control of punctuation inside the lexical entries.
To highlight the complexity of the microstructure, Fig. 5
illustrates the verb s. ah. ib-a as an example. Here, the commas
and colons separate the different parts of information.

• The headword s. ah. ib-a=hu is formed by the word s. ah. ib-
a. It is a verb, because it matches with one of the defined
verbal patterns, R1aR2iR3-a.8 In addition, it is transitive
because it is followed by the accusative pronoun =hu,
which functions as a surface tag.

• Given the peculiarity of the Arabic script, the vowels
in the manuscript may have been omitted or copied
erroneously. The lexicographer introduced a better-known
word after the headword to control its vocalization. In the
example of Fig. 5, the headword s. ah. ib-a=hu is followed
by the word ka=sami↪-a=hu, formed by the conjunction
ka ‘as’, the verb sami↪-a ‘he heard’, and the accusative
pronoun =hu ‘it’. In addition, the vocalic alternation of
the verb sami↪-a is better known as i/a.9 Therefore, the
verb sami↪-a ‘he heard’ is quoted to control vocalization
of the headword s. ah. ib-a=hu and to indicate the inflection
class of the lemma.

8With regard to verbs, we defined lists of inflectional prefixes, of inflectional
suffixes, of accusative pronouns, and of 34 regular expressions that present
possible inflected and derived verbal patterns.

9The perfect stem vowel is i (sami↪-a) and the imperfect stem vowel is a
(ya-sma↪-u).
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• After the control-word, the related mas. dars (verbal infini-
tive forms) are listed in the accusative indefinite forms:
s. ah. ābat-an and s. uh. bat-an.

• The lexical information is placed after the colon and it
is composed by a single verb ↪āšar-a=hu ‘he was on
intimate terms with him’. According to the style of the
author, when the meaning consists of a single word, it is
synonymous with the lemma.

• Other derivational information follows. The adjective
s. āh. ib-un ‘companion’ is introduced by wa=huwa ‘and
him/it (is)’. The adjective is accompanied by broken
plurals introduced by ǧ, abbreviation of the plural (ǧam↪).
The words wa=huwa and ǧ act as surface patterns to
capture adjectives and plurals, respectively.

Fig. 5: Microstructure of the lexical entry s. ah. iba

This example justifies even more our decision to select
qāmūs as dictionary, because it includes all inflectional in-
formation, (i.e. imperfective information or broken plurals) as
well as derivational information (i.e. mas. dars and adjectives).

As summarized in Fig. 6, the set of symbols, the stylistic
patterns, and punctuation make it possible to automatically
perform text segmentation, information identification, and ex-
traction, by structuring the data in electronic documents thanks
to a descriptive formalism like the XML markup language.

Fig. 6: Information extraction according to microstructure

All the sections of qāmūs have been encoded by means of
an intermediate XML document.

Fig. 7 shows the intermediate XML of the extraction for
the lexical entry s. ah. iba. The XML tag <plain_text>
contains the original part of qāmūs, from which we can extract
information. Other XML tags make it possible to recognize
the lemma, together with its morphosyntactic and semantic
information (POS, transitivity, imperfectiveness, and sense)
and corresponding derived words (mas. dars, adjectives and
plurals of adjectives). In addition, we exploited the bilingual
dictionary “An Advanced Learner’s Arabic-English Dictio-

nary”10 [31] to provide the English translations of the lemma.

Fig. 7: Intermediate XML for the extraction s. ah. iba

D. Digital version of qāmūs

The designed system was able to automatically convert all
the sections of qāmūs to XML. The corresponding files are
released as an open access bundle by means of the CLARIN-
IT infrastructure.11 CLARIN provides a descriptive file of the
lexicon by linking the folders corresponding to each section.
Each dossier corresponds to a section, and it contains:

• plain text files enriched with indicators that tag the start
of section, chapters, root families and lexical entries;

• a folder containing XML files divided according to
grammatical categories of lexical entries (Verb; Nouns;
Adjectives). The proper names are presented in separate
files according to their corresponding semantic classes
(Plant, Food, Animal, Proper Name, Geographical name,
Water, Group, and Others);

• a folder containing XML files of verbs, nouns and adjec-
tives enriched with English translations.

IV. TEI REPRESENTATION OF THE RESOURCE

A. Representation of the lexical semantic level

In our previous works, we presented two formalization
studies of qāmūs adopting standard formats like LMF (Lexical
Markup Framework) [26] and LEMON (LExicon Model for
ONtology) [16]. These studies showed that LMF and LEMON
do not cover all Arabic language specificity.12

10We used the TEI version of “An Advanced Learner’s Arabic-English
Dictionary”, published by Trustees of Tufts University, under the Perseus
Project: http://www.perseus.tufts.edu.

11http://hdl.handle.net/20.500.11752/ILC-97. We can also find the regis-
tered dossiers for site search at: https://vlo.clarin.eu/, using qāmūs as word
search.

12The LMF standard we adopted in the cited work is the ISO 24613:2008,
which is under revision.
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Consequently, we adopted the model, the encoding schema
and the corresponding XML vocabulary designed and main-
tained by the Text Encoding Initiative (TEI).13 This choice
was motivated considering the expressiveness of the TEI to
structure and share digital dictionaries as well as electronic
lexicons and to describe complex structures. Indeed, such a
schema takes into account the representation of the primary
sources modelling lexical data and interpretative structures.

The TEI provides an excellent balance of the multiple
dimensions of our resource. This framework was designed to
represent complex textual material with complex structures,
functions, and meanings. Moreover, the provided encoding
schema has a modular design, so that it is possible to define
suitable profiles able to appropriately represent the character-
istics of the textual phenomena of interest like the dictionary
structure. Finally, the framework provides two articulated and
well-designed modules: the former devoted to the management
of digital dictionaries and electronic lexicons (i.e. module n. 9
of the TEI guidelines), the latter devoted to the representation
of complex feature structures (i.e. module n. 18 of the TEI
guidelines).

As concerns our resource, the main structure of the digital
representation lies in the main structure of the primary source
(qāmūs). In paper [27] we presented the TEI description
extract from the lexical entry s. ah. ib-a that we also explain
here, fragment by fragment.

The hierarchical segmentation and the divisions are de-
scribed in Fig. 8, which outlines the main levels of qāmūs:

1) the top level corresponds to the whole dictionary;
2) the section level corresponds to the third radical;
3) the chapter level corresponds to the first radical;
4) the “super entry” corresponds to the root family.

Both the section and the chapter levels have been encoded
by using the <div> element, adopting different values for the
@type attribute.

The <superEntry> element denotes the root-family level
and it is accompanied by the @ana attribute, which records
the values of the radical consonantsR1, R2 and R3.

Fig. 8: XML-TEI: Hierarchical structure

Fig. 9 illustrates the lemma s. ah. ib-a. The entry records
the global attribute ana=#R1aR2iR3-a, which includes the
lemma s. ah. ib-a within the group of verbs with the same word
pattern R1aR2iR3-a.

We adopted the @ana attribute to associate the two coexist-
ing and distinct levels, namely the lexical description, where

13https://tei-c.org/ [Retrieved in May 2021].

we describe the lemma s. ah. ib-a; and the morphological de-
scription, where we describe the word pattern R1aR2iR3-a.

Fig. 9: XML-TEI: Example of the lemma s. ah. ib-a

The linguistic information about the lemma is also encoded
in the <GramGrp> element:

• Part of speech: Verb I (triliteral verb or form I).
• Syntactic information: Transitive.
• Inflectional information: the <iType> element indicates

the inflectional class: I i a, i.e. it is a triliteral verb (form
I) with the vocalic alternation i/a.

• An additional level of inflectional information encodes
the imperfective form ya-s. h. ab-u.

Fig. 10 shows the XML fragment encoding the sense
↪āšar-a accompanied by two types of citations. The first
type records the corresponding text extracted from the
primary source qāmūs (@type="source"). The second
type (@type="translation") corresponds to the English
translations (@xml:lang="en") extracted from the bilingual
dictionary.

Fig. 10: XML-TEI: Encoding of senses and citations

Adjectives and mas. dars are considered ‘related entries’ em-
bodied in the main entry. Therefore, they have been encoded
as related entries by using the <re> element, suitable to
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our purposes because it contains the same elements as the
principal entry [32]. Fig. 11 illustrates the three related entries
that accompany the main entry s. ah. ib-a. Two related entries
concern the respective mas. dars, s. ah. ābah and s. uh. bah. The
third one concerns the adjective s. āh. ib, accompanied by the
broken plurals that characterize it.14

Fig. 11: XML-TEI: Encoding of related entries

B. Representation of the morphological level

1) General characteristics of TEI: The morphological level
concerns the description of word patterns typical of Arabic
words. Consequently, the same TEI document, which repre-
sents the lexical resource, defines an additional XML block
led by the <back> element encompassing nested <div> tags
(see listing 1).

The @type attribute of the outermost <div> indicates
that this part of the resource deals with the data describing
word patterns. In turn, the further two nested <div> elements
define morphosyntactic classes. These classes are declared by
means of the @subtype attribute, grouping the verb class

14During the encoding word patterns, we used the Buckwalter translit-
eration (a character-by-character transliteration), to represent all the word
characters, for example: sukūn: (o); ā: (aA). For more details, see:
http://www.qamus.org/transliteration.htm [Retrieved in October 2020].

for the first div and the noun class for the second div.

<back>
<div type="word-pattern">
<div subtype="verb_pattern">

[...]
</div>
<div subtype="noun_pattern">

[...]
</div>
</div>
</back>

Listing 1: The main TEI-XML block for encoding word
patterns

As far as the representation of word patterns is concerned,
during the first phase of our work we adopted the <interp>
element to encode their characterizing semantic, morphosyn-
tactic and inflectional information (see figure 12) [27].

Fig. 12: XML-TEI: First attempt of word patterns encoding
by using the <interp> element

Since the inherent structure of word patterns describes
different properties that can also be organized into com-
plex hierarchical substructures, we soon realized that the
<interp> tagset was not sufficiently capable of expressing
all the necessary features. Therefore, we decided to adopt the
TEI Feature Structures tagset (module 18 of the TEI guide-
lines)15, which allowed us to describe recursively both simple-
structured properties and complex rich-structured values with
multiple hierarchical levels.

The TEI guidelines provide encoders with a general but
rigorous method to represent analytical and interpretative
information. This flexible method - called “feature structures”

15https://tei-c.org/release/doc/tei-p5-doc/en/html/FS.html
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- has been defined by a specific module within the TEI infras-
tructure (Module 18). Basically, each piece of information can
be represented by a set of properties, each one characterized
by a name and a value. This special pair is the building
block of the descriptive strategy behind the feature structures
method. The fundamental representation of analytical data is
constituted by the <fs> element that contains zero or more
<f> elements. The value can be as simple as illustrated in
listing 2.

<fs type="example-simple">
<f name="property">
<string>
value of the property

</string>
</f>
</fs>

Listing 2: Example of a simple TEI-XML fragment in the
feature structure

Otherwise, a feature value can be as complex as a new
nested feature structure, as in listings 3 and 4 which show
some descriptive options in representing nested elements.

<fs type="example-complex">
<f name="property">
<fs type="nested">
<f name="nested-property-alt">
<vAlt>
<symbol value="a"/>
<symbol value="b"/>
</vAlt>

</f>
</fs></f></fs>

Listing 3: Example of a TEI-XML fragment in the feature
structure using the vAlt element

<fs type="example-complex">
<f name="property">
<fs type="nested">
<f name="nested-property-coll">
<vColl org="set">
<symbol value="a"/>
<symbol value="b"/>
</vColl>

</f>
</fs></f></fs>

Listing 4: Example of a TEI-XML fragment in the feature
structure using the vColl element

In listing 3, the XML-TEI fragment shows the use of the
vAlt element that stands for value alternation and can be
used as a nested element of a feature description. This type
of encoding strategy is useful to define exclusive values for a
single data representation.

Listing 4 illustrates the use of the vColl element which
represents an inclusive group of values structured as a list of
values, or as a bag of values, or finally, as a set of values.

In addition, the vColl and vAlt elements can operate
jointly to represent an alternation of collections or a collection
of alternations as demonstrated in the following example (in
listing 5):

<fs type="example-complex">
<f name="property">
<fs type="nested">
<f name="nested-property-alt-coll">
<vAlt>
<vColl org="list">
<vAlt>
<symbol value="a"/>
<symbol value="b"/>
</vAlt>
<symbol value="k"/>
</vColl>
<vColl org="set">
<symbol value="c"/>
<symbol value="d"/>
</vColl>
</vAlt>

</f>
</fs></f></fs>

Listing 5: Example of combination of the vAlt and vColl
elements

2) Encoding of verb patterns: At the current stage of the
work, we have encoded the patterns related to the verbal
words.

In Western grammars of Arabic, the verbal patterns are
identified by a Roman numeral. The number I indicates that
the verbal pattern is composed of only short vowels together
with radical consonants. The other numbers indicate that the
verb is derived.

When the verb is basic, it can be triliteral or quadriliteral
when it derives from a triconsonantal or a quadriconsonantal
root, respectively. In addition, the basic triliteral verbs consist
of three variants, distinguished in the perfective by the quality
of the second vowel, also called the theme vowel [15]. In
this context, the word patterns are described by means of a
hierarchical structure. The first level of the hierarchy groups
the five main characteristics of the patterns:

• vocalized form: it represents the fully vocalized form;
• morphological form: it identifies the Roman number

of the word pattern and the nature of the root, namely
triconsonantal (T ) or quadriconsonantal (Q);

• syntax: it expresses transitivity/intransitivity properties;
• inflectional: it indicates the imperfective verbal form;
• semantic: it determines the semantic traits presented in

word patterns.

As an example, in listing 6 we illustrate the TEI-XML
description of the encoding of the morphological, syntactical
and inflectional characteristics of the R1aR2uR3-a pattern:

• it is characterised by the vowel /u/ as theme vowel in the
perfective;
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• words with the R1aR2uR3-a pattern are basic verbs (form
I) that derive from a triconsonantal root (T );

• they are intransitive because the subject is just an entity
located in a state;

• they also have the vowel /u/ in the imperfective: pref1-
R1oR2uR3-suff .16

<f name="Vocalized_form">
<symbol value="R1aR2uR3-a"/></f>
<f name="morphological_form">
<symbol value="I_T"/></f>
<f name="syntax">
<symbol value="intransitive"/></f>
<f name="flexion">
<symbol value="pref1-R1oR2uR3-suff"/>
</f>

Listing 6: morphological, syntactic and inflectional description
of R1aR2uR3-a

In listing 7, we present the semantic description of the
R1aR2uR3-a pattern. The value of the semantic property has
a complex structure. It is described by a nested structure, <fs
type="sem-definition">, which is composed by two
properties:

• <f name="type">, which provides a semantic expla-
nation of the pattern.
As an example, the R1aR2uR3-a pattern defines verbs
which are pure-stative, i.e. they are used to describe
entities in a simple property state.

• <f name="description">, made of a nested fea-
ture structure, provides a conceptual description together
with an Arabic example and its English translation.
In our example, the R1aR2uR3-a pattern expresses an
‘adjectival concept’ [14], which has the form ‘to be +
adjective’, as in the verb karuma “to be generous”.

<f name="semantic">
<fs type="sem-definition">
<f name="type">
<string xml:id="R1aR2uR3a_1">
pure stative</string></f>
<f name="description">
<fs type="sem-description">
<f name="conceptual_meaning">
<string corresp="#R1aR2uR3a_1">
to be + adjective
</string></f>

<f name="example">
<fs type="R1aR2uR3a_1"
corresp="#R1aR2uR3a_1">
<f name="ar">

<string

xml:lang="ar">
�
Ð �Q

�
»</string></f>

16The imperfective prefixes consist of one of the particles, ↩, t, y or n,
and a vowel that is /u/ (pref2) in case the verb consists of four consonants,
otherwise it is /a/ (pref1). On the other hand, suffixes (suff ) are the same
for all verbs.

<f name="en">
<string xml:lang="eng">
to be generous</string></f>

</fs>
</f></fs></f></fs></f>

Listing 7: Semantic description of the R1aR2uR3-a pattern

There are patterns that have more complex characteristics.
By means of the “Feature Structure” we can definitely formu-
late very complex properties.

For example, the R1aR2aR3-a pattern represents a structure
where the subject of the verb has an initiator role. The
R1aR2aR3-a verbs are described within the vColl element
as dynamic, active and action verbs (listing 8) [13].

<fs type="sem-definition">
<f name="type">
<vColl>

<symbol value="dynamic"/>
<symbol value="active"/>
<symbol value="action"/>

</vColl>
</f>

</fs>

Listing 8: Example of the vColl element in the feature
structure for semantic description

The R1aAR2aR3-a pattern encodes two relations, and the
subject of the verb represents the Initiator of one of these
relations, and the Endpoint of the other.

Different types of dual verbs that are created using
R1aAR2aR3-a can be shared events, interaction verbs, trans-
action verbs, competition verbs, verbs of opposition, verbs of
cooperation, stimulus-response verbs, and then verbs formed
from roots which lexicalize symmetrical concepts (terms in
[13], pages 143-163).

These semantic properties are formalized within the <f
name="type"> element by using the vAlt element (value
alternation). The <vAlt> element represents the value part
of a feature-value specification that contains a set of values,
only one of which can be valid.17

Each property has an identifier xml:id that links
it to corresponding conceptual meanings within the <f
name="conceptual_meaning"> element, and to the
Arabic examples and English translation in the <f
name="example"> element.

In listing 9, we present some semantic properties of the
R1aAR2aR3-a pattern:

• Verbs that express “shared event” with id=III_T_1
and have the conceptual meaning of “to do an action with
someone”, for example, the verb sākana ’to live with’.

• Verbs that express “contact verbs” with id=III_T_2
and have the conceptual meaning of “to bring about
contact between the subject and the object”, for example,
the verb ṡāfaḣa ’to shake the hand of’.

17www.tei-c.org/release/doc/tei-p5-doc/en/html/ref-vAlt.html.
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<f name="semantic">
<fs type="sem-definition">
<f name="type">
<vAlt>
<string xml:id="III_T_1">
shared event verbs</string>
<string xml:id="III_T_2">
contact verbs</string>

----
</vAlt>
<f name="description">
<fs type="sem-description">
<f name="conceptual_meaning">
<vAlt>
<string corresp="#III_T_1">
to do an action with someone
</string>
<string corresp="#III_T_2">
to bring about contact between
the subject and the object
</string>
---
</vAlt>

</f>
<f name="example">
<fs type="III_T_1" corresp="#III_T_1">
<f name="ar">

<string> �	á
�
» A

�
�</string></f>

<f name="en">
<string>to live with</string></f>

</fs>
<fs type="III_T_2" corresp="#III_T_2">
<f name="ar">

<string>
�

l

�	
¯A

�
�<string></f>

<f name="en">
<string>to shake the hand of</string>

</f>
---

</fs>
</f></fs></f>

Listing 9: Example of some semantic properties of the
R1aAR2aR3-a pattern

V. DISCUSSION

Figure 13 presents the two main structural hierarchies of
our Arabic resource. The upper part of the model shows the
lexical structure, while the lower part shows the morphological
structure of the resource.

On the one hand, the lexical resource, extracted from the
qāmūs dictionary, is structured in super-entries. Each super-
entry groups the lemmas deriving from the same root. Each
lemma is accompanied by different (syntactic and morpholog-
ical) types of information, POS and Arabic senses extracted
from qāmūs. The description of the lemma is also enriched by
English translations extracted from the bilingual dictionary.

Fig. 13: The XML-TEI hierarchy of the encoded resource

The entry can have nested <re> elements encoding the
relative lemmas, such as adjectives and mas. dars. These are
considered ‘related entries’ embodied in the main verbal entry.

On the other hand, the morphological block describes the
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semantic, morphological and syntactic traits characterizing the
word patterns. The structure of this block is composed of
different TEI-XML elements taken from the feature structures
module. The representation of the word patterns is located
within the <back> element of the TEI document. Therefore,
two <div> elements group the verb and the noun patterns.
The entry point element of the morphological description is
the <fs> element, which is accompanied by three attributes:

• @xml:id, used to link the lexical entry with the corre-
sponding word pattern;

• @type, used to classify the pattern category;
• @subtype, used to further characterize the pattern sub-

group.

The hierarchy deepens into the description of the properties
by using five feature elements (each of which expressed by
the <f> tag and the @name attribute):

• <f name="vocalized_form">
• <f name="morphological_form">
• <f name="syntax">
• <f name="flexion">
• <f name="semantic">

The value of the first four features is expressed by the
<symbol> element, while the last feature is a complex
structure, expressed by nesting <fs> elements.

Word pattern formalization will be exploited to build a
morphological resource providing meta-linguistic information
that allows the classification of lemmas into classes with the
same systematic distribution of inflectional properties. The
most exploitable inflectional regularities are found in word
patterns that provide enough information to infer the entire
inflectional paradigm of a verbal entry (see [28], [29] and
[30]). Consequently, the addition of the formalized pattern
plays a distinctive role in the lexical entries, since all other
inflected forms of the same verb can be derived on-the-fly
from the abstract pattern.

The most important part consists in specifying which se-
mantic aspects of the pattern can characterize a lemma. In this
case, the lexicographer’s work is manual and quite complex.
However, the final and enriched framework is intended to
provide a more theoretically-grounded lexical architecture for
the representation of discontinuous morphologies. The present
study represents a theoretically-sound but also practical ap-
proach to a rigorous, formal representation of a complex root-
and-pattern system, where the obtained resource will be of
great value for systematic studies since it allows to correlate
lexicological, derivational and semantic data.

Furthermore, the TEI-based architecture is intended to spell
out the wealth of information provided by the dictionary and
provided by the patterns. It is important for us to guarantee
the maximum degree of reusability and compatibility between
different lexical resources and processing tools. In this sce-
nario, the current representation of our lexico-morphological
resource is considered just one of the possible serialization
modalities. Indeed, the abstract model we defined for the
lexical entries and the morphological descriptions can be
instantiated by means of different standards as long as these

standards are mutually isomorphic and sufficiently expressive.
For example, the current TEI representation can be profitably
mapped into the TEI Lex-0 schema or into the LMF ISO
format.

VI. CONCLUSIONS

In this paper we present the work we are conducting for the
creation of a digital Arabic resource representing both lexical
data and morphological description of word patterns. The main
objective of our research is to define the theory and practice
we adopted to formalize lexical information of Arabic lemmas
and to encode an exhaustive description of word patterns.

The construction of the morphological resource constitutes
the originality of this work, which has the aim of filling the
gap in the field of linguistic resources, due to the current lack
of such tools. Our morphological resource is built from scratch
and the information is taken from classical manuals. It is an
innovative, autonomous and self-contained resource that can
be exploited for many other linguistic tasks. For example,
it can be adopted to automatically recognize the pattern of
an unknown word as well as to reduce the linguistic fields
(lexical, morphosyntactic and even semantic) to which a word
may belong.

In order to build our richly-structured artifact which
takes into account primary source, lexical requirements, and
reusability, we chose to adopt two main modules of the TEI
guidelines: Module 9 and Module 18. However, we intend
to consider also other data representation formats and serial-
ization methods based on both LMF and TEI Lex-0 models.
Consequently, as further future works, we intend to deepen the
morphological representation of the Arabic words by adopting
lexicographical standards other than TEI.

Finally, the next steps will be devoted to the actual encoding
of the lexicon discussed in this article. Our plan is to release
an improved version of the qāmūs lexical resource in TEI
format and of the morphological resource in which all the
verbal patterns are encoded.

Linking each lexical entry with the corresponding pattern
will take more time and will imply a considerable amount of
manual work.
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