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Abstract— In 2021, the annual death toll due to various heart 

diseases reached a staggering 18 million individuals. This excessive 

mortality rate has become a pressing concern for scientists and 

medical professionals alike. Fortunately, the emergence of artificial 

intelligence has provided a valuable tool for decision-makers to 

tackle the challenges posed by heart disease. Consequently, 

numerous algorithms have been proposed to develop diverse 

models tailored to specific applications. By utilizing different 

analytical models, including logistic regression, decision trees, 

random forests, neural networks, and deep learning models, it has 

been determined that the logistic regression model achieves the 

highest and most favorable metric scores. With an impressive 

accuracy rate of 83%, a precision rate of 88%, and a recall rate of 

86%, this model proves to be the most effective in predicting heart 

disease. Therefore, this study will significantly contribute to the 

advancement of healthcare practices by harnessing the power of 

big data and advanced analytical models. These insights will 

provide valuable guidance in addressing critical health issues in 

society in the future. 

Keywords— large data set, regression, analytical tools, 

heart disease, decision tree, machine learning, algorithms, 

neural network, deep learning.  

I. INTRODUCTION 

Heart disease encompasses a range of conditions that 

impact the heart. Recently, cardiovascular diseases (CVDs) 

have been the primary cause of death worldwide, resulting 

in 17.9 million deaths each year, as reported by the World 

Health Organization [1]. Unhealthy behaviors such as 

obesity, high triglyceride levels, high cholesterol, and 

hypertension contribute to the increased risk of heart 

disease. The American Heart Association has compiled a 

list of specific symptoms to be aware of, including irregular 

heartbeat, sleep problems, swollen legs, and, in some cases, 

rapid weight gain of up to 1 to 2 kg per day [2]. These 

symptoms can be similar to those of other diseases, 

particularly those common among the elderly, making 

accurate diagnosis challenging and leading to a rise in 

mortality rates [3]. 

Over time, a plethora of research, data, and medical 

records from hospitals have become increasingly 

accessible. As a result, a substantial volume of data is being 

generated, serving as the driving force behind today's 

analytics applications. The advancement of big data 

technologies has unlocked a wealth of information for 

organizations, enabling them to process, manage, and 

analyze various types of data [4]. It is now widely 

recognized that machine learning and artificial intelligence 

play a pivotal role in the healthcare sector. Various 

machine learning and deep learning models can be utilized 

to diagnose, classify, or predict diseases. Nowadays, 

machine learning models can effortlessly perform 

comprehensive genomic data analysis while also being 

trained to support knowledge-based pandemic predictions. 

Additionally, medical records can undergo in-depth 

analysis to construct models that yield more accurate 

predictions [3]. 

Computer science heavily relies on data structures and 

algorithms, with a wide array of algorithms designed to 

achieve different objectives. These algorithms work with 

diverse data structures at the same computational 

complexity level. Understanding data structures is crucial 

for developing efficient algorithms [6], as many algorithms 

are dependent on specific data structures for optimal 

functionality [5]. The research discussed in this paper 

focuses on the application of machine learning and deep 

learning algorithms on a Heart Disease dataset, 

showcasing the superior predictive capabilities of logistic 

regression algorithms over other analytical models in both 

Spark and Weka environments. The research paper 

primarily focuses on investigating the efficiency of several 

machine learning algorithms and analytical tools in 

predicting heart diseases at an early stage. The main goal is 

to determine whether logistic regression is the most 

effective model for accurately detecting the possibility of 

developing heart disease. 

The objective of the paper is to employ various 

algorithms on a dataset and compare the outcomes of each 

method. In this study, five machine learning algorithms for 

classification and clustering, namely Logistic Regression, 

Decision Tree, Random Forest, Neural Network, and Deep 

Learning models, were utilized. These algorithms were 

executed on both the Kaggle and Weka platforms to 

conduct multiple accuracy tests on the dataset. The 

rationale behind selecting these algorithms is their 

suitability for the dataset, as the dependent variable 

(outcome) is categorical rather than a constant value. In 

simpler terms, the dataset's outcome value falls into a yes-

or-no category rather than being a continuous value. 

Furthermore, these algorithms are widely recognized as 

sophisticated and robust instruments for identifying and 

forecasting diverse conditions. Their primary objective is 

to draw logical conclusions by uncovering and analyzing 

concealed patterns within a given dataset. Consequently, 

employing carefully chosen machine learning algorithms 

can prove invaluable in the prediction and categorization of 

individuals afflicted with heart diseases. Early detection of 
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these indicators can potentially mitigate the exacerbation 

of symptoms and the emergence of further complications. 

The outcomes of this study will make a substantial 

contribution to the progress of healthcare practices, 

showcasing the impact of transitioning towards a digital 

and societal transformation, especially in the healthcare 

sector. Additionally, this research provides valuable 

perspectives on the obstacles and possibilities for 

enhancing heart disease prediction, diagnosis, and 

prevention. By addressing a crucial health concern in 

society, the influence of digital transformation becomes 

evident, enabling the utilization of artificial intelligence to 

streamline processes more effectively and shape future 

concepts. 

II. RELATED WORK 

In earlier times, the analysis of collected data was 

relatively simpler due to its limited size and lack of 

diversity, owing to the slow pace of technological 

advancements. However, in our present dynamic world, 

data is being generated on a massive scale and in various 

formats, such as videos, pdfs, and spreadsheets. Compared 

to the past, the rapid emergence of technological 

advancements has made it easier to handle the large 

volumes of data generated on a daily basis. The 

significance of effectively managing this vast amount of 

data stems from its immense value across numerous fields. 

For instance, in the realm of manufacturing process 

management, large data sets play a crucial role in 

enhancing cost and operational performance by optimizing 

supply chains and resource allocation within organizations 

[7]. Similarly, in the healthcare sector, the utilization of 

large data sets aids decision-makers and patients alike in 

making more informed choices, leading to improved 

accuracy in diagnoses and disease prediction [8]. 

Nevertheless, extensive datasets require powerful 

analytical instruments to examine information gathered 

from diverse sources and interpret it. One of the most 

commonly utilized tools for this purpose is machine 

learning, a component of artificial intelligence that 

concentrates on utilizing data to gain insights into human 

thought processes in order to enhance their precision and 

efficiency [9]. There are numerous data analysis tools 

employed in machine learning in conjunction with large 

datasets. While Microsoft Excel serves as a user-friendly 

tool for this task, more sophisticated and up-to-date tools 

such as the R and Python languages, Matlab, and Spark are 

also available [10]. For instance, the Python language can 

be utilized to handle large datasets, enabling users to 

program and document data within an interactive 

environment like Jupyter Notebook, which comes 

equipped with pre-existing libraries for various fields, 

including machine learning [10]. Additionally, Apache 

Spark, another framework that utilizes Python, can be 

employed for machine learning to facilitate more precise 

and in-depth analysis of extensive datasets. 

These tools include a wide range of models for data 

analysis, such as regression and decision tree approaches. 

As a result, learning and understanding how to apply 

existing analytical models is critical for their effectiveness 

in a variety of applications. For example, the regression 

analysis approach aids in forecasting event occurrences. 

Furthermore, it identifies the elements that are more potent 

in comparison to others and have a greater impact on 

results, allowing for the identification of the relationship 

between key components and outcomes. As a result, it 

would be simpler to completely comprehend the situation 

and draw an informed conclusion [11]. Some of the most 

prominent regression approaches are linear regression, 

logistic regression, stepwise regression, and LASSO 

regression. Random forest is another analytical model that, 

like decision trees, may do classification and regression 

analysis depending on the issue [11]. 

Several methods are utilized in conjunction with the 

heart disease dataset. Designing classification algorithms 

has long been a critical topic of research in machine 

learning and pattern recognition. Supervised machine 

learning methods include the well-known linear and 

logistic regression classifiers [11]. There are several 

distinctions between the two classifiers. In machine 

learning, linear regression is a predictive modeling 

approach. The model predicts values based on independent 

factors and helps identify the link between dependent and 

independent variables. Logistic regression, on the other 

hand, is used to divide elements of a collection into two 

groups (binary classification) by computing the likelihood 

of each member in the set. In other words, logistic 

regression is the appropriate regression technique to use 

when the dependent variable has a binary outcome [12]. 

Among the supervised machine learning algorithms, the 

decision tree is another notable technique. It utilizes 

frequency tables to make predictions and is capable of 

handling both categorical and numerical variables [11]. 

The decision tree algorithm constructs a tree structure 

where the internal nodes represent the dataset's features, the 

branches depict the decision rules, and the leaf nodes 

signify the final outcome and prediction [13]. As the 

algorithm proceeds, it systematically breaks down the 

dataset into smaller subsets while simultaneously 

developing the associated decision tree. Generally, 

frequency tables are employed to make predictions within 

this model [13]. 

In addition, there is a crucial algorithm referred to as 

Artificial Neural Networks (ANN) or neural networks. It is 

a fundamental element of machine learning and serves as 

the foundation of the deep learning methodology. ANN is 

a computational structure comprised of numerous neurons, 

which are mathematically illustrated to connect entities in 

the physical world, functioning similarly to the biological 

nervous system in detecting and understanding patterns 

within the data [14]. Neural networks enable computers to 

make intelligent decisions independently with minimal 

human intervention. This is possible as they can learn and 

replicate the complex and nonlinear relationships between 

input and output data [15]. 

Deep learning refers to the creation of learning 

algorithms that have the ability to train and make 
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predictions based on complex data. The term "deep" in 

deep learning refers to the number of layers in a neural 

network. Specifically, it involves neural networks that 

consist of more than three layers, including the input and 

output layers [16]. In the field of healthcare, significant 

efforts have been made to develop a system for the early 

detection of heart disease using various clinical principles. 

Among the algorithmic methods employed, neural 

networks and deep learning play a crucial role in 

identifying and predicting patients with heart disease. For 

example, a study [17] proposed a strategy for predicting 

cardiac disease using an ANN. The authors utilized a self-

administered questionnaire and trained the neural network 

with a backpropagation algorithm, which consisted of three 

hidden layers. The architecture of the network was 

validated using the Dundee rank factor score and achieved 

a high relative operating characteristic value (98%) on their 

dataset. Overall, deep learning and neural networks offer 

valuable tools for diagnosing and predicting heart disease, 

contributing to early identification and improved patient 

outcomes. 

According to [17], a further advancement was made 

through the proposal of a deep neural network and a 

statistical model for feature selection. The authors of this 

study employed multiple strategies to mitigate overfitting 

and underfitting, resulting in a 94% accuracy rate and 93% 

sensitivity. Additionally, they investigated the 

effectiveness of ANNs with different quantities of hidden 

layers, achieving close to 95.5% accuracy with five hidden 

layers. Furthermore, they proposed an ANN with a 

significant number of neurons in the hidden layer that 

utilizes the radial basis function. In general, they achieved 

approximately 97% accuracy with this setup. 

The integration of these models, along with 

technological advancements, has the potential to aid in the 

prediction of various health issues, thereby assisting in the 

prevention, treatment, and even potential cure of numerous 

diseases. Heart disease has been a prominent cause of death 

globally in recent years, accounting for approximately 16% 

of total deaths, surpassing other factors such as stroke, 

chronic illnesses, cancer, and diabetes [18]. Therefore, it is 

imperative to address and research this critical issue in 

order to reduce mortality rates and subsequently enhance 

life expectancy. A study conducted in the United Arab 

Emirates (UAE) revealed that cardiovascular diseases are 

the primary cause of death in the region, largely attributed 

to factors such as the unhealthy lifestyle practices of UAE 

residents [19]. The study also indicates that unhealthy 

habits like smoking and obesity contribute to elevated 

levels of blood pressure and cholesterol, consequently 

heightening the risk of developing heart disease in the 

future. 

By employing various analytical models, this paper 

demonstrates the application of a heart disease dataset to 

gain a better understanding of the issue at hand. 

III. PROPOSED   METHODOLOGY 

This section provides a deeper insight into the dataset 

employed, any modifications made to the attributes, the 

algorithm utilized, and the equations provided to offer a 

clearer understanding. 

A. Data Extraction and Transformation 

Within this study, the dataset employed for application 

and analysis is referred to as Heart Disease Classification, 

comprising 14 columns and 303 rows. Of these columns, 

13 serve as independent attributes that impact the output 

attribute, known as the target. The variables influencing the 

output attribute and their respective terms in this 

investigation are detailed below:  

1. Individual's age (age). 
2. Individual's sex (sex). 
3. Type of chest pain experienced (chest_pain_type). 
4. Blood pressure reading at rest (resting_bp). 
5. Level of cholesterol in an individual (cholestoral). 
6. Fasting blood sugar level measurement 

(fasting_blood_sugar). 
7. Resting ECG results (restecg). 
8. Maximum heart rate achieved by an individual 

(max_hr). 
9. The presence of exercise-induced angina (exang). 
10. ST depression induced by exercise relative to rest 

(oldpeak). 
11. Slope of the ST segment on the ECG (slope). 
12. Number of major vessels colored by fluoroscopy 

(num_major_vessels). 
13. Degree of thalassemia present (thal). 

Various research studies have highlighted the 

significance of understanding certain features to predict 

and prevent heart disease in patients promptly [20]. As 

individuals age, the risk of experiencing a heart attack, for 

instance, tends to rise [21]. Moreover, research indicates 

that men are at a higher risk of developing heart disease 

[22]. Hence, it is crucial to analyze the impact and interplay 

of these factors with other variables on the probability of 

developing heart disease. 

Further elaboration on additional characteristics reveals 

that an electrocardiogram (ECG) is utilized to assess the 

electrical activity of the heart during a state of rest without 

any movement. The old peak refers to the measurement of 

ST depression that occurs as a result of exercise in 

comparison to the resting state, taking into account its slope 

value. 

The attributes mentioned above are labeled as 

'age','sex','chest_pain_type','resting_bp', 

'cholestoral','fasting_blood_sugar','restecg','max_hr', 

'exang','oldpeak','slope', 'num_major_vessels', 'thal', and 

'target' in the subsequent sections. 

When it comes to data transformation, no conversion is 

required as all values in the dataset are numerical, with 12 

being integers and one attribute being decimals. 

B. The Algorithms, diagrams, and flowcharts used. 

In this paper, advanced algorithms are harnessed to 

predict future outcomes and conduct comparisons to 

evaluate their efficiency. As outlined below, the algorithms 

employed encompass Logistic Regression, Decision Tree, 

Random Forest, Neural Networks, and Deep Learning. 
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Logistic Regression 

A logistic regression is a statistical modeling technique 

utilized for classification and predictive analytics. It 

provides a binary classification outcome for the output 

variable. By analyzing a dataset of independent variables, 

logistic regression calculates the probability of an event 

occurring, such as determining whether an email is spam or 

not. As the result is a probability, the dependent variable is 

constrained within the range of 0 and 1 [23]. 

Logistic regression plays a crucial role in artificial 

intelligence (AI) and machine learning (ML). ML models, 

created through logistic regression, enable users to 

automate intricate data processing tasks without manual 

interference. These models empower companies to extract 

valuable insights from their data, which can be utilized for 

predictive analysis to cut down on operational expenses, 

boost productivity, and accelerate growth. For example, 

businesses can identify patterns that improve employee 

retention or drive more profitable product development 

[23]. 

Logistic regression offers several advantages and 

benefits compared to other machine learning techniques. 

Firstly, it is known for its simplicity, making it easier to 

understand and implement. Additionally, logistic 

regression excels at processing large volumes of data 

quickly, enabling efficient analysis. Moreover, it provides 

developers with enhanced visibility into internal software 

processes, surpassing other data analysis techniques [23]. 

Furthermore, logistic regression is widely utilized in a 

multitude of industries for various practical purposes. In 

the healthcare sector, medical professionals employ 

logistic regression models to anticipate the likelihood of 

diseases in patients, enabling them to plan preventive care 

and treatment accordingly. By comparing the impact of 

family history or genetic factors on diseases, researchers 

can gain valuable insights. Similarly, the financial industry 

can leverage logistic regression to its advantage. Financial 

institutions, for instance, rely on this technique to detect 

fraudulent activities by analyzing financial transactions. 

Additionally, logistic regression aids in evaluating loan and 

insurance applications for risk assessment. These scenarios 

are well-suited for logistic regression models due to their 

distinct outcomes, such as high or low risk and fraudulent 

or non-fraudulent activities [23]. 

A comprehensive understanding of basic regression 

analysis is essential to comprehending logistic regression. 

The first step in any data analysis is to establish a business 

question. In the case of logistic regression, it is crucial to 

frame the question in a manner that produces specific 

outcomes. After identifying the question, it is necessary to 

identify the relevant data factors. Subsequently, past data 

for all factors must be collected and processed using 

regression software. The software will mathematically 

connect the diverse data points through equations. By 

utilizing the logistic regression equation, the software can 

predict unknown values [23]. 

Equations in mathematics establish the connection 

between two variables, namely x and y. By illustrating the 

correlation between various x and y values, these functions 

or equations generate a graph on the x-axis and y-axis [23]. 

Within statistics, variables represent the diverse factors 

or characteristics of data with varying values. Specific 

variables act as independent or explanatory factors in 

analyses, potentially affecting the outcome. Conversely, 

there are dependent variables whose values are reliant on 

the independent variables. Logistic regression is a method 

used to explore and evaluate the influence of independent 

variables on a dependent variable by examining the 

historical data values of both [23]. 

Furthermore, logistic regression is a statistical model 

that employs the logistic function, also known as the logit 

function, represented mathematically as the equation 

linking x and y [24]. Hereafter, the primary logistic 

equation is presented for your reference: 

𝑌 =  
𝑒(𝑏0+𝑏1𝑋)

1 + 𝑒(𝑏0+𝑏1𝑋)
 

where,  

• Y = predicted output 

• X = input value 

• b0 = bias or intercept term 

• b1 = coefficient for input (X) 

The equation provided here shares similarities with the 

linear regression formula, as it involves combining input 

values in a linear manner to predict an output value using 

weights or coefficient values. However, unlike linear 

regression, the output value demonstrated in this instance 

is binary, taking on either the value of 0 or 1, rather than a 

numerical value [24]. 

In other words, the primary objective of logistic 

regression is to identify an optimal model that accurately 

characterizes the output variable as either 0 (negative class) 

or 1 (positive class). Logistic regression, which is a 

specialized form of linear regression, calculates the 

coefficients of a formula to forecast the likelihood of the 

dependent variable occurring. Consequently, it selects the 

parameters that increase or decrease the probability of the 

dependent event transpiring while acknowledging that the 

probability of an event falls within the range of 0 to 1. 

Conversely, the linear regression model does not ensure 

this probability range [11]. 

Two crucial factors to take into account when assessing 

the likelihood of the suggested binary result of the 

independent variable are as follows: First, it must be 

positive, which can be achieved by utilizing an exponential 

function, and secondly, the probability must not exceed 

one, which can be accomplished by dividing the outcome 

by the sum of the outcome and one [11]. 
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Fig.1. Sigmoid Function of logistic regression [24]. 

The S-curve displayed in Figure 1 represents the 

graphical representation of the logistic regression equation. 

It is worth noting that the logit function exclusively 

generates values ranging from 0 to 1 for the dependent 

variable, regardless of the independent variable's values. 

This characteristic is pivotal to logistic regression's 

predictive capability for the dependent variable's value 

[24]. 

Logistic Regression Flowchart 

Within Figure 2, there is a depiction of the flow diagram 

for the logistic regression model, which controls the 

independent and dependent variables. This model employs 

the sigmoid function to predict probabilities and define 

decision boundaries [25]. 

Logistic regression consists of two distinct phases, 

namely forward propagation and backward propagation. In 

the initial stage of forward propagation, the weights are 

multiplied by the features. As the weights are initially 

unknown, random values can be assigned to them. 

Subsequently, a sigmoid function is employed to allocate a 

probability ranging from 0 to 1. The prediction is then 

made based on this probability, considering a specified 

threshold value. Following this, the predicted value is 

compared to the observed and detected values, leading to 

the creation of a loss function. 

Furthermore, the loss function determines the distance 

between the predicted value and the actual value. In cases 

where the loss function yields a significantly high value, 

backward propagation is implemented. The primary 

objective of backward propagation is to optimize the 

weights by utilizing the cost function, which involves 

calculating derivatives [24]. 

Sigmoid functions play a crucial role in logistic 

regression models by transforming real values into a range 

between 0 and 1. These mathematical functions exhibit a 

characteristic S-shaped curve and include popular 

variations like the logistic function, the hyperbolic tangent, 

and the arctangent. Figure 3 illustrates these common 

sigmoid functions [26], with the logistic function being 

commonly referred to as the sigmoid function in machine 

learning. 

 

 
Fig.2. Logistic regression flowchart [25]. 

 
Fig.3. Common Sigmoid functions [26]. 

All sigmoid functions share the characteristic of 

mapping the entire number line into a limited range, such 

as 0 to 1 or -1 to 1. This property enables sigmoid functions 

to convert real values into probabilities that can be easily 

interpreted [26]. Among the various sigmoid functions, the 

logistic sigmoid function is particularly popular, as it 

transforms any real-valued input into a value between 0 and 

1 [26]. 

The logistic sigmoid function is defined in the 

following way: 

𝜎(𝑧) =  
1

1 + 𝑒−𝑧
 

Decision Tree 

Decision tree methodology serves as a widely utilized 

and powerful tool for data mining endeavors, facilitating 

the establishment of classification systems based on 

multiple covariates or the development of prediction 

algorithms for a specific target variable. The decision tree 

itself takes the form of a flowchart resembling a tree 

structure, featuring root nodes, internal nodes, and leaf 

nodes. This non-parametric algorithm is well-equipped to 

handle extensive, intricate datasets without the need for a 

complex parametric structure. In cases where the sample 

size is sufficiently large, the data can be partitioned into 

training and validation/testing datasets. The training 

dataset is employed for constructing a decision tree model, 

while the validation dataset assists in determining the 

optimal tree size for achieving the best final model. 

In the field of medical research, decision tree 

methodology has become increasingly prevalent. A notable 

example is its use in diagnosing medical conditions by 

analyzing symptom patterns. The decision tree enables the 

classification of conditions into distinct clinical subtypes or 

identifies patients who necessitate diverse treatments. 

Decision tree models come in different types depending 

on their application, including categorical variable decision 

trees and continuous variable decision trees. Moreover, 
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machine learning employs two types of decision tree 

algorithms: classification trees and regression trees. These 

algorithms are part of machine learning methodologies and 

are utilized for developing prediction models from specific 

datasets. In particular, the regression tree algorithm is 

effective when dealing with continuous or numeric 

response variables, as opposed to categorical ones. 

Moreover, the tree is employed for predicting target 

values. Regression trees are applicable for datasets with 

quantitative data such as temperature and price [27]. In 

contrast, classification trees are utilized when the target 

variable is categorical, aiding in identifying the class where 

the target variable is most likely to be categorized. 

Classification trees are useful for dividing the response 

variable into mainly two classes: Yes or No [27]. For 

instance, they can be used to predict which students will or 

will not graduate from high school [28]. 

There are several typical applications of decision tree 

models, which are as follows [29]: 

1. Variable selection: The number of variables that 

are routinely monitored in clinical settings has 

increased intensely with the introduction of 

electronic data storage. Many of these variables are 

not crucial and relevant and, thus, should probably 

not be included in data mining exercises. Like 

stepwise variable selection in regression analysis, 

decision tree methods can be used to select the most 

appropriate input variables that should be used to 

form decision tree models, which can subsequently 

be used to formulate clinical hypotheses and update 

following research. 

2. Evaluating the comparative importance of 

variables: Once a set of relevant variables is 

identified, researchers may want to know which 

variables play key roles. One way to compute 

variable importance is through model accuracy 

reduction if a variable is removed. In most 

situations, the more records a variable influences, 

the greater the importance of the variable will be. 

3. Handling missing values: A common method of 

handling missing data is to exclude cases with 

missing values. This is ineffective and runs the risk 

of introducing bias in the analysis. Decision tree 

analysis can deal with missing data in two ways. 

Firstly, it can classify missing values as a separate 

category that can be analyzed with the other 

categories. Secondly, it can use a built-in decision 

tree model that sets the variable with many missing 

values as a target variable to make a prediction and 

replace these missing ones with the predicted one. 

4. Prediction: This is one of the most significant 

usages of decision tree models. Using the tree 

model derived from historical data, it is easy to 

predict the results in future analyses. 

5. Data manipulation: Too many categories of one 

categorical variable or heavily continuous data are 

common in medical research. In these conditions, 

decision tree models can help in deciding how to 

best collapse and breakdown categorical variables 

into a more manageable number of categories or 

how to split the heavy variables into series. 

A decision tree serves as a classification technique that 

repetitively segments a dataset into smaller subdivisions by 

applying a series of tests at each branch or node of the tree 

(see Figure 4). The tree comprises a root node at the top, 

internal nodes for splits, and terminal nodes for leaves. 

Each node in a decision tree has a single parent node and 

two or more descendant nodes. In this process, the dataset 

is classified by progressively dividing it based on the 

decision framework established by the tree, assigning a 

class label to each observation according to the leaf node it 

is associated with. 

 
Fig.4. A decision tree classifier [30]. 

At every node, denoted as a box, tests (represented as 

T) are conducted to divide the data into progressively 

smaller groups. The class labels (A, B, and C) assigned to 

each observation are associated with the leaf nodes [30]. 

How decision tree works  

There are multiple approaches to choosing the optimal 

attribute at each node in decision tree models. Among these 

approaches, information gain and Gini impurity serve as 

widely used splitting criteria. Both methods aid in 

evaluating the effectiveness of test conditions and their 

ability to classify samples into specific classes. Entropy, a 

metric derived from information theory, quantifies the 

impurity of sample values. It is mathematically defined by 

the formula [31]: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = − ∑ 𝑝(𝑐)𝑙𝑜𝑔2

𝑐𝜖𝐶

𝑝(𝑐) 

where,  

• S is the data set that entropy is calculated  

• c is the classes in set S 

• p(c) is the proportion of data points that belong to 

class c to the number of total data points in set S. 

Entropy values can vary from 0 to 1. When all samples 

in a data set, S, are assigned to a single class, the entropy 

will be zero. Conversely, if half of the samples are 

classified as one class and the other half as another class, 

the entropy will reach its maximum value of 1. In order to 

select the optimal feature and discover the most suitable 

decision tree, the attribute with the lowest entropy should 
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be utilized. Information gain measures the difference in 

entropy before and after a split based on a specific attribute. 

The attribute with the highest information gain will result 

in the most effective split, accurately classifying the 

training data based on its target classification. Information 

gain is commonly represented by the formula [31]: 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝑆, 𝑎) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ∑
|𝑆𝑣|

|𝑆|
𝑉∈𝑉𝑐𝑎𝑙𝑢𝑒𝑠(𝑎)

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣) 

where, 

• a is a specific attribute or class label 

• Entropy(S) is the entropy of dataset S 

• |Sv|/|S| is the proportion of the values in Sv to the 

number of values in dataset S 

• Entropy (Sv) is the entropy of dataset Sv 

Gini impurity quantifies the chance of misclassifying 

random data points in a dataset when labels are assigned 

based on the dataset's class distribution. If a set S is pure 

(i.e., it consists of only one class), then its impurity is zero. 

The formula for Gini impurity is given by [31]:  

𝐺𝑖𝑛𝑖 𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦 = 1 − ∑ (𝑝𝑖)2

𝑖
 

In order to ensure a successful machine learning model, 

it is crucial to achieve a 'good fit'. This entails finding the 

right balance between underfitting and overfitting. 

Therefore, it is important to consider the metrics of 

classification evaluation, such as precision and recall [32]. 

Precision can be defined as the proportion of relevant 

instances among all retrieved instances. In the context of 

our problem statement, precision would measure the 

number of patients correctly classified as having a heart 

disease out of all the patients classified as positive. 

Mathematically, this can be represented as follows [32]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝐹𝑃)  
  

In contrast, the recall signifies the ratio of retrieved 

instances compared to all relevant instances. Another 

mathematical representation of this concept is provided as 

follows [32]: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 (𝐹𝑁)  
 

Both recall and precision metrics are valuable for 

conducting an analysis. In this paper, you will discover the 

practical application of both metric tools as well as a 

comprehensive examination of the accuracy score for each 

model. The evaluation metric, which will be thoroughly 

analyzed and discussed, is the focal point of this research. 

Decision trees offer numerous benefits over 

conventional supervised classification methods, like 

maximum likelihood classification in remote sensing. They 

are nonparametric, eliminating the need for assumptions or 

extensive computation on input data distributions [30]. 

Moreover, decision trees can effectively manage nonlinear 

relationships between features and classes, accommodate 

missing values, address multi-output issues, and process 

both numeric and categorical inputs in a visually intuitive 

manner. 

Decision trees provide a clear indication of the most 

important fields or variables for prediction or classification. 

Additionally, they are capable of managing large datasets 

and can be parallelized for improved processing time. It is 

worth noting that decision trees are appealing due to their 

explicit classification structure, which is both 

computationally efficient to construct and easy to interpret 

[33]. 

Despite its advantages, the decision tree method has its 

weaknesses. Complex decision trees are prone to 

overfitting and struggle to generalize the data effectively, a 

phenomenon known as overfitting. To address this issue, 

various techniques can be employed, such as simplifying 

the tree, setting the minimum number of samples required 

at a leaf node, or limiting the maximum depth of the tree. 

Furthermore, decision trees can be sensitive to minor data 

variations, resulting in significantly different trees. 

Additionally, Scikit-learn, a popular machine learning 

library in Python, does not fully support decision trees. 

Although it includes a decision tree module, it lacks 

support for categorical variables. Lastly, training a decision 

tree model can be computationally intensive compared to 

other algorithms [34]. 

Random Forest 

The research also utilizes the Random Forest algorithm, 

which is widely favored among data scientists. This 

supervised machine learning algorithm is commonly 

applied in classification and regression tasks. By 

constructing decision trees on various samples and 

aggregating their majority votes for classification, as well 

as calculating averages in regression models, Random 

Forest proves to be a versatile tool. Notably, it excels at 

handling datasets with both continuous and categorical 

variables, making it suitable for various classification and 

regression tasks [35]. 

Random forest is an ensemble learning technique that 

consists of multiple individual decision trees. The concept 

of ensemble involves combining several models together. 

Instead of relying on a single model, a collection of models 

is utilized to make predictions [35]. Ensemble learning 

employs two methods: bagging and boosting. Bagging is a 

meta-algorithm in machine learning that aims to enhance 

the stability and accuracy of statistical classification and 

regression algorithms [36]. This is achieved by randomly 

sampling a replacement from the original dataset. Each 

element in the bagging process has an equal probability of 

appearing in a new dataset. In the case of random forest, 

bagging is used when decision tree models with higher 

variance are present. Additionally, random feature 

selection is employed to grow the trees. A random forest is 

formed by combining several random trees [37]. 

Nevertheless, the boosting technique aims to construct 

a robust classifier by combining multiple weak classifiers. 

This is achieved by sequentially building a model using 

weak models. The final model, such as ADA BOOST and 
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XG BOOST, exhibits the highest accuracy [35]. Increasing 

the number of trees in the forest results in improved 

accuracy and helps avoid overfitting issues [38]. The 

diagram provided below illustrates the functionality of the 

random forest algorithm: 

 
Fig.5. The random forest algorithm process [38]. 

There are certain steps involved in random forest 

algorithms. Initially, a subgroup of data points and a 

subgroup of features are selected for building each decision 

tree. Simply put, n random records and m features are taken 

from the dataset with k records. Secondly, individual 

decision trees are constructed for each sample. Then, each 

decision tree will generate an output. Lastly, final output is 

considered based on majority voting or averaging for 

classification and regression, respectively [38]. 

When utilized for classification or regression problems, 

the random forest algorithm presents several significant 

advantages and challenges. A key advantage of this 

approach is its capacity to address the issue of overfitting. 

To elaborate, by incorporating a large number of decision 

trees in a random forest, the classifier avoids overfitting the 

model, as the averaging of uncorrelated trees effectively 

reduces both the overall variance and prediction error. 

In addition, random forests offer flexibility by 

predicting missing values while maintaining accuracy even 

with incomplete data. Stability is ensured through majority 

voting or averaging, leading to consistent outcomes. The 

algorithm also simplifies the assessment of variable 

importance and contribution to the model. Diversity is a 

crucial characteristic of random forests, where not all 

attributes are considered when building individual trees, 

resulting in diverse trees. Each tree in the random forest 

randomly selects a subset of features at the node's splitting 

point [39]. 

On the other hand, the random forest method presents 

certain obstacles. Despite its ability to effectively handle 

large datasets and generate precise predictions, this model 

tends to slow down when processing extensive data due to 

the computation required for each individual decision tree. 

Additionally, utilizing a random forest necessitates a 

greater allocation of resources for computation and data 

storage [39]. 

The random forest algorithm has been implemented 

across diverse industries, enabling organizations to 

enhance their decision-making processes and improve 

operational efficiency. In the finance sector, random forest 

is a preferred choice due to its effectiveness in minimizing 

the time required for data management and preprocessing 

tasks. It is commonly utilized for evaluating high-risk 

credit card customers, detecting fraud, and addressing 

pricing issues. 

Moreover, health professionals within the healthcare 

sector have the opportunity to employ this algorithm. It can 

be integrated into computational biology, empowering 

doctors to tackle challenges such as gene expression 

classification, sequence annotation, and biomarker 

discovery. As a result, doctors can forecast drug responses 

to specific medications [39]. Despite being comprised of 

decision trees, random forests exhibit distinct behaviors. 

The following table delineates the primary differences 

between the two algorithms. 

TABLE I: COMPARISON BETWEEN DECISION TREE AND 

RANDOM FOREST MODELS [35]. 

Decision trees Random Forest 

Decision trees normally 

encounter an overfitting 

problem if they are 

allowed to grow without 

any control. 

Random forests are 

created from subsections 

of data, and the final 

output is based on 

average or majority 

ranking; hence, the 

problem of overfitting is 

taken care of. 

A single decision tree is 

quicker to compute. 

It is relatively slower. 

When a data set with 

features is taken as input 

by a decision tree, it will 

frame some rules to make 

predictions. 

It does not use any set of 

formulas since it 

randomly selects 

observations, builds a 

decision tree, and takes 

the average result. 

Random Forest Flowchart 

 
Fig.6. Random Forest Flowchart [40]. 

In Figure 6, the flow diagram illustrates the random 

forest model, which comprises a group of decision trees. 

The model preprocesses the data and randomly selects 

samples from the dataset for training. For each selected 

sample, a decision tree is created within the random forest 

model, which is trained without fine-tuning. Subsequently, 

grid search is conducted with 5-fold cross-validation and 

various parameter combinations, including the number of 

trees in the random forest. Additionally, the model 

determines the optimal function for feature numbers at each 

split, the number of levels in the tree, and the method of 

selecting samples for training each tree. Both the Gini 
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criterion and the entropy criterion are utilized to evaluate 

the quality of the tree and the accuracy of the model [40]. 

Neural Network & Deep learning 

Furthermore, apart from the previously mentioned 

models, there are two groundbreaking algorithms 

employed to enhance the precision of daily predicaments: 

neural networks and deep learning. Essentially, a neural 

network comprises three components: an input layer, 

hidden layers, and an output layer. On the other hand, deep 

learning encompasses a collection of neural networks that 

collaborate in a manner that efficiently handles vast 

quantities of data [41] [42]. Neural networks aid in the 

identification of concealed patterns and connections within 

data. This approach is widely utilized in various 

applications, such as financial forecasting, analysis of user 

behavior, and disease mapping [41]. 

Deep learning is often seen as more challenging and 

intricate than other methods, such as decision trees and 

random forests, due to the involvement of multiple neural 

networks. Despite this complexity, deep learning is 

essential for handling large datasets, which is a necessity 

for data scientists and specialists [42]. Multilayer 

perceptrons, a popular deep learning technique, are 

commonly used on social media platforms like Instagram 

for tasks such as image data compression and classification 

problem-solving [42]. 

While there are several models that can be utilized for 

the heart disease dataset, certain methods, such as linear 

regression and natural language processing (NLP), are not 

suitable. Linear regression is an analytical approach that 

employs algorithms to demonstrate the correlation between 

a dependent variable and independent variables. Its 

objective is to forecast future events or outcomes [43]. This 

regression model is typically employed with categorical or 

continuous variables. Consequently, it becomes 

challenging to apply this model to the heart disease dataset 

due to the binary nature of the output. 

NLP, or natural language processing, is a significant 

aspect of computer science that involves training 

computers to comprehend and analyze text and spoken 

words. This method serves various purposes, including 

summarizing text rapidly, responding to spoken 

commands, and translating text into multiple languages 

[44]. NLP finds applications in digital assistants and 

consumer services, enhancing business operations, 

productivity, and the management of crucial processes. 

However, similar to linear regression, NLP cannot be 

applied to the heart disease dataset due to the absence of a 

text variable [44]. 

IV. APPLICATION 

The study was conducted using an accessible database 

focusing on heart disease. The dataset consists of 14 

attributes and 303 records, which were split into a training 

set (80%) and a testing set (20%). Two data mining tools—

the Spark environment in Kaggle and Weka 3.8.6 

software—were utilized for this purpose. Various 

analytical models, such as regression with multilayer 

perceptron using deep learning, multilayer perceptron 

using a neural network with backpropagation, and 

multinomial logistic regression, were employed as training 

algorithms. Detailed information on the codes used, coding 

environment, data visualization, statistical analysis, and 

findings of the analysis can be found. 

A. Code used and environment 

The software environment utilized in this document is 

referred to as Apache Spark. Essentially, it is a platform 

that offers APIs designed for handling extensive data sets 

across distributed datasets, along with a wide array of 

libraries and tools to enhance code productivity [11]. As 

illustrated in Figure 7, the Spark modeling model 

comprises three main processes: initiating Spark 

applications through the driver, executing designated tasks 

via executors, and managing resource allocation through 

the cluster manager [11]. 

In order to take advantage of this environment, users 

make use of an online platform called Kaggle. This 

platform allows users to create models and work with 

datasets. As shown in Figure 8, the initial code is used to 

install the Spark session and download all the necessary 

packages and libraries for the subsequent analysis. 

Additional libraries are imported to perform statistical 

operations such as plotting, vector assembly, confusion 

matrix, and more when applying the three models: logistic 

regression, decision tree, random forest, ANN, and deep 

learning models. 

 
Fig.7. Spark programming model [11]. 

 
Fig.8. Installing Spark and libraries code. 

Additionally, Weka is a user-friendly and no-cost data 

mining tool equipped with a collection of Java libraries that 

facilitate the creation of machine learning algorithms and 
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classifiers. The acronym Weka stands for Waikato 

Environment for Knowledge Analysis [45]. During the 

execution of models in Weka, the 10-fold cross-validation 

technique is employed. This technique involves randomly 

dividing the dataset into 10 portions and repeating this 

process 10 times, with one portion designated for testing 

and the remaining portions utilized for training [46]. 

B. Data Visualization and distribution 

After uploading the dataset and starting a new Spark 

session, you can see a table of the first 20 rows in Figure 9. 

To ensure that all values are numerical, the printed schema 

shows that all types are either integers or decimals without 

any string or text values. From there, there is no need to do 

any conversion (see Figure 10). 

 
Fig.9. Heart disease dataset values – showing top 20 rows. 

 
Fig.10. Heart disease dataset variables and their types.  

Another code is used to count the columns and rows of 

this dataset. You can see that there are 303 rows and 14 

columns in the used data, where the class variable of this 

dataset is 'target' (see Figure 11). Also, you can find a 

summary of the various statistical measures of this dataset: 

mean, standard deviation, minimum, and maximum values 

(see Figure 12). 

 
Fig.11. Number of columns and rows. 

 
Fig.12. Summary of the numerical variables. 

The summary shows that the average age of participants 

is around 54 years, and the majority are males. Also, the 

oldest one is 77 years old, while the youngest one is 29 

years old. Most of the participants have the first type of 

chest pain, considering that there are three types of chest 

pain. The highest blood pressure measured is 200 mmHg, 

while the lowest measured is 94 mmHg. This explains the 

high standard deviation of this variable (~17.5). However, 

cholesterol values have the highest standard deviation 

(~52) compared to other variables. This can be explained 

by the vast gap between the calculated values; its minimum 

and maximum values are 126 and 564 mg/dL, respectively. 

When the groupBy function is used to see the summary 

of the output variable, it shows that the average age of 

people with heart diseases is ~52 years, and the average age 

of healthy people is ~57 years. The differences that can be 

noticed are having chest pain, an increase in resting heart 

rate (restecg), an increase in maximum heart rate, and a 

decrease in both exang and oldpeak values (see Figure 13). 

 
Fig.13. Summary of the target variable. 

One of the advantages of using this dataset is that there 

are no missing values (see Figure 14). The importance of 

having a dataset without missing values comes from the 

fear of algorithm failure, having incorrect results, and a 

lack of precision in the analysis afterwards [47]. Also, the 

groupBy function shows that 165 out of 303 patients are 

diagnosed with heart disease (see Figure 15). 

 
Fig.14. Checking for any missing values. 

 
Fig.15. Number of patients with heart disease (1 = Have heart 

disease; 0 = healthy). 

To see the distribution of features within the dataset, 

you can find graphs of that in Figure 16. You can notice 

that several values follow roughly a normal distribution 

shape, like age, resting_bp, cholesterol, and max_hr. 

Figures 17 to 23 show various visualizations of different 

variables. For instance, the second chest pain type is the 

dominant compared to the other types, as shown in the pie 

chart. Also, scatter plots show a null-or-no relationship 

between the drawn variables (see Figures 19 and 20). If you 

look at the boxplots, you will find that most participants in 

this dataset are between 50 and 60 years old, thal type is 

more likely to fall between 2 and 3, and most cholesterol 

levels are between 200 and 300 mg/dL (see Figures 21–23). 
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Fig.16. Distribution of features. 

 
Fig.17. Bar chart of target variable (left), and age and oldpeak (right). 

 
Fig.18. Pie chart of chest_pain_type categories 

 
Fig.19. Scatter plot of cholestoral against resting_bp categories 

 
Fig.20. Scatter plot of resting_bp against max_hr categories 

 
Fig.21. Boxplot of age variable 

 
Fig.22. Boxplot of thal variable 

 
Fig.23. Boxplot of cholestoral variable 

C. Statistical analysis 

When calculating the correlation between the input 

variables and the output variable using the “pearson” 

method, four variables showed a good correlation between 

them and the output: chest_pain_type, restecg, max_hr, and 

slope (see Figure 24). Chest_pain_type and max_hr have 

the highest correlation with the class label with ~0.4 

correlation, followed by slope with ~0.3 correlation, and 

restecg with ~0.1 correlation. This gives us an indicator of 

the effect of all these factors on the possibility of having 

heart disease. 

 
Fig.24. Correlation between variables. 

Moreover, when repeating the same process using 

Weka software, seven variables showed a good correlation 

between them and the output: thal, exang, oldpeak, 

max_hr, num_major_vessels, chest_pain_type, and slope 

(see Figure 25). thal has the highest correlation with the 

class label with ~0.48 correlation, followed by exang with 

~0.44 correlation, followed by oldpeak with ~0.43 

correlation. This emphasizes the effect of chest_pain_type, 

max_hr and slope on the possibility of having heart disease.  
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Fig.25. Correlation between variables and the output using Weka. 

For the logistic regression, all the input columns 

are assembled into one single vector, including all the 

input features of the model. Then, the dataset is split 

to train and evaluate the performance of the logistic 

regression model using an 80/20 ratio to train our 

model on 80% of the dataset, where 80% of this data 

is 238 out of 303. After that, the splitting for the 

training and testing sets is verified, as shown below. 

 
Fig.26. Splitting verification of the training set (left) and testing set (right). 

After training the predictions, the correct 

predictions based on the training set are 124, with 

around 83% prediction accuracy. As shown in Figure 

27, the model predicts 36 true positives and 18 true 

negatives, while it gives predictions of 6 false 

positives and 5 false negatives.  

 
Fig.27. Confusion Matrix of the logistic regression model. 

As shown below, the Receiver Operating 

Characteristic curve (ROC) helps in deciding the 

threshold value for the model. Two parameters are 

used in plotting this curve: the true positive rate and 

the false positive rate. A random classifier is drawn as 

a dashed diagonal line to see how far this curve is 

from this dashed line. A good classifier stays toward 

the top-left corner, as far as possible from that line, 

and this graph shows that this classifier performs well. 

Since this is close to 0.93, this confirms that the model 

does a good job of classifying data. 

 
Fig.28. ROC of the logistic regression. 

When using Weka to run the logistic regression, it 

gives an ~82.5% prediction accuracy, which is equal 

to the value calculated by Spark (see Figure 29). The 

model predicted 53 out of 303 values incorrectly, 

where the correct ones reflect a good indicator of the 

model's performance.   

 
Fig.29. Summary of the logistic regression analysis using Weka. 

For the decision tree model, all the input features 

are assigned to X and the output variable to Y (see 

Figure 30). Then, the dataset is split again to train and 

evaluate the performance of the decision tree model 

using the 80/20 ratio.  

 
Fig.30. Separating variables to X and Y. 

 
Fig.31. Initial Decision Tree plot. 
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As you can see above, it shows the initial plot of the 

model. To make it clearer for interpretation and analysis, 

another code is used, and the outcome is shown below (see 

Figure 32). 

 
Fig.32. Another Decision Tree plot. 

 
Fig.33. Zoomed image of the root node of the model. 

Based on Gini ratio, chest_pain_type is the root node 

with the most strength and influence (see Figure 33), 

followed by num_major_vessels and age variables—an 

internal and decision node—with more decision-making 

based on the other variables to decide if the patient has a 

less or more chance of having a heart disease. Therefore, 

chest pain type is the root factor and most informative 

attribute that increases or decreases the possibility of 

having a heart attack. 

After training the model and creating a decision tree 

classifier object, the calculated accuracy prediction is 

~74%. As shown in Figure 34, the model predicts 22 true 

positives and 23 true negatives, while giving predictions of 

8 false positives and 8 false negatives. 

 
Fig.34. Confusion Matrix of the Decision Tree model. 

In regard to the last model, a Random Forest Classifier 

is imported after splitting data again to train and evaluate 

the performance of the random forest model using an 80/20 

ratio. From that, the accuracy score is around 78% with 

~22% error rate. As shown in Figure 35, the model predicts 

18 true positives and 26 true negatives, while it gives 

predictions of 4 false positives and 8 false negatives. 

 
Fig.35. Confusion Matrix of the Random Forest model. 

When using Weka to run the decision tree and random 

forest models, it gives an ~76.2% prediction accuracy for 

the decision tree model and an ~81.2% prediction accuracy 

for the other model. The accuracy scores are nearly similar 

to the results calculated by Spark (see Figures 36–38). 

From that, it is emphasized that Weka is a time-saving tool 

to help a data scientist, for instance, work efficiently and 

predict outcomes effectively. 

 
Fig.36. Summary of the decision tree analysis using Weka. 

 
Fig.37. Summary of the random forest analysis using Weka. 

 
Fig.38. Confusion Matrices of decision tree model (left) and random forest 

(right) using Weka. 

To check the importance of each feature, the following 

code is used: 
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TABLE II. FEATURE IMPORTANCE  

Feature Name 
Importance 

Score 

thal 0.2286 

chest_pain_type 0.1806 

num_major_vessels 0.1341 

max_hr 0.0981 

oldpeak 0.09 

age 0.0813 

resting_bp 0.0388 

exang 0.0367 

cholestoral 0.0319 

sex 0.0255 

restecg 0.0242 

slope 0.0218 

fasting_blood_sugar 0.0083 

It shows that thal variable is the most important and 

useful variable that contributes the most to model 

predictions (0.2286 score), followed by chest_pain_type 

and num_major_vessels (0.1806 and 0.1341, respectively). 

The variable with the least effect according to this model is 

fasting_blood_sugar with a 0.0083 score (see Table II).  

Using Weka, the following screenshot shows the effect 

of each feature on the model (see Figure 39). You can 

notice that the results are approximately the same, where 

thal, chest_pain_type, and num_major_vessels are the most 

influencing factors compared to the other ones. 

 
Fig.39. Feature importance based on Weka calculations. 

In addition, a neural network analysis is done for the 

dataset using both Spark and Weka. To do that, a 

Perceptron Classifier is used along with other needed 

functions and libraries. In Spark, the best accuracy result is 

~68.7% using 35 hidden layers. In contrast, the accuracy 

score calculated by Weka is ~77.9% using 10 hidden layers 

(see Figures 40–43). The difference between them is 

around 10%, and that comes from the difference between 

the two tools, their libraries, and the hidden layers effect. 

 
Fig.40. Codes used in Spark to run the neural network model. 

 
Fig.41. Confusion Matrix of the neural network model. 

 
Fig.42. Summary of the neural network analysis using Weka. 

 
Fig.43. The neural network of the heart dataset. 

Finally, a deep learning model is applied to this dataset 

again, along with a multilayer perceptron using Weka only. 

The calculated accuracy of this model is ~81.5%, which is 

a good one, showing the benefit of using such a model in 

doing heart disease analysis to help diagnose urgent cases 

(see Figures 44–46). 

 
Fig.44. Summary of the deep learning analysis using Weka. 
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Fig.45. Threshold plot (left) and cost/benefit curve (right) of the deep 

learning analysis using Weka. 

 
Fig.46. Classifier error of the deep learning analysis using Weka. 

D. Results 

From the above discussion and analysis, you can notice 

that both logistic regression and deep learning models have 

the highest accuracy scores compared to the other models, 

which still have acceptable accuracy scores over 70%. 

With this type of data, where there are two results, it is 

better to use more than one analytical model, like deep 

learning supported by logistic regression algorithms. The 

analysis shows that the error rate of the decision tree model 

is the highest, taking into consideration that the best error 

rate needs to be close to zero. 

TABLE III. COMPARISON BETWEEN ACCURACY SCORES OF 

THE FIVE MODELS USING ALL ATTRIBUTES 

 
Error 
Rate 

Accuracy 
Score 

Accuracy Score 
using 75/25 ratio 

Logistic Regression ~16.9% ~83.1% ~82.0% 

Decision Tree ~26.0% ~74.0% ~72.0% 

Random Forest ~22.0% ~78.6% ~76.0% 

Neural Network (using Weka) ~22.1% ~77.9% ~84.2% 

Deep Learning (using Weka) ~18.5% ~81.5% ~81.6% 

Average Score - 78.9% ~79.2% 

When comparing it to the Random Forest model, you 

can see that the last one gives more accurate predictions 

because of its more complex and networked structure. 

Therefore, it is considered better for making future 

predictions, and that is understandable since random forest 

models represent a collection of decision trees. Similarly, 

accuracy scores are not that different from the ones 

calculated using the 75/25 ratio; the accuracy decreased for 

all models except for neural networks and deep learning 

models (see Table III). 

E. Using selected attributes  

After calculating the significance of attributes, it is a 

good point to run analytical models using selected 

attributes to test the effect of that on model accuracy, as 

shown below. When comparing the results in Table IV with 

the previous ones in Table III, you can notice that the 

accuracy value decreased for all analytical models except 

for the logistic regression model. Two possible reasons for 

that can be the nature of the data—the binary outcome—or 

the fact that deep learning analytical methods give better 

accuracy throughout random voting and taking the average 

of the outcome. The average accuracy score is between 

76.0% and 80.4%, which is an indicator of the good 

efficiency of the model's performance. Still, further 

analysis is needed using additional datasets and attributes 

to improve the models' accuracy. 

TABLE IV. COMPARISON BETWEEN ACCURACY SCORES OF 

THE FIVE MODELS USING SELECTED ATTRIBUTES 

Modified Dataset 
Accuracy Score (Spark) 

-80/20 ratio 

Accuracy Score (Weka)-

10-fold cross validation 

Logistic Regression ~83.8% ~82.8% 

Decision Tree ~73.8% ~74.6% 

Random Forest ~73.1% ~80.5% 

Neural Network ~73.1% ~80.5% 

Deep Learning - ~83.8% 

Average Score ~76.0% ~80.4% 

 
Fig.47. Selected attributes with high info gain. 

 
Fig.48. Logistic regression model for selected attributes using Weka. 

 
Fig.49. Decision tree model for selected attributes using Weka. 
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Fig.50. Random forest model for selected attributes using Weka. 

 
Fig.51. Neural network model for selected attributes using Weka. 

 
Fig.52. Deep learning model for selected attributes using Weka. 

 
Fig.53. Confusion matrix of logistic regression model for selected 

attributes using Spark. 

 
Fig.54. Confusion matrix of decision tree model for selected attributes 

using Spark. 

 
Fig.55. Accuracy calculations and confusion matrix of random forest 

model for selected attributes using Spark. 

 
Fig.56. Confusion matrix of neural network model for selected attributes 

using Spark. 

Other metrics to be discussed and analyzed in this 

section are precision and recall. Using the previous 

confusion matrices of the analytical models above, you can 

find in Table V an overview of the results for the three 

values—precision, recall, and accuracy—to visualize them 

easily so as to compare between them and take advantage 

of these values. 

Precision measures how often our models have been 

true in predicting and computing the probability that cases 

or patients are correctly classified with positive values. It is 

a useful tool in terms of having a target that your built 

system is as correct as possible without considering the 

negative values. In regard to heart disease analysis, 

precision is important since it can be used to build an 

effective system that can identify a user's heart condition. 

This can be done only if it successfully predicts users' heart 

conditions, which means that high precision is needed to 

save both time and money for an organization intending to 

own such a system. 

From Table V, you can notice that the higher precision 

value is achieved by the logistic regression model with 

around 88%, followed by deep learning and neural network 

models with around 78% and 76%, respectively. The model 

with the lowest precision score is the random forest one 

with a value less than 70%, which is most probably not 

acceptable in the healthcare sector—besides other sectors 
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where precision value is critical. Interestingly, precision 

values are higher for models that used all variables, which 

is an indication of the significance of the most variables 

included in the analysis instead of removing some of them. 

In contrast, the recall metric measures how often our 

models have been true in correctly classifying a case or 

patient with the highest positive value among all the real 

positives. It is a useful tool in terms of classifying an event 

that has already happened, where the focus is on the real 

positives as much as possible while the real negatives are 

neglected. Since our discussion is about a health issue, a 

high recall value is needed for heart disease detection in 

patients, considering that this event has already occurred. 

In other words, it will be risky for a patient to be falsely 

classified as having a heart disease, so it is important to 

avoid false negatives by working with recall values. 

Remarkably, recall values of the five models are high 

(over 70%), which is a good indicator of the strength of 

using these models along with the used dataset. You can 

notice from Table V that the logistic regression, random 

forest, and deep learning models achieved the highest recall 

scores with around 86%, 82%, and 81%, respectively. The 

lowest recall values go to the decision tree and neural 

network models with around 73% and 76%, respectively, 

and this can be explained by the lower complexity and 

efficiency of these models compared to the other ones. 

Surprisingly, the recall values of deep learning and 

decision tree models when using selected attributes 

increased noticeably, but that is not evidence of the 

accuracy of these values since the precision values do not 

support the recall ones. From there, more work needs to be 

done in analyzing the recall value, since it has a critical role 

in determining patients' conditions. 

TABLE V. COMPARISON BETWEEN PRECISION, RECALL AND 

ACCURACY VALUES OF THE FIVE MODELS 

Analytical Model* Precision Recall Accuracy 

Logistic Regression  87.8% 85.7% 83.1% 

Decision Tree  73.3% 73.3% 73.8% 

Random Forest  69.2% 81.8% 78.6% 

Neural Network (Weka) 76.1% 75.5% 77.9% 

Deep Learning (Weka) 78.3% 80.6% 81.5% 

Logistic Regression**  87.5% 83.3% 83.8% 

Decision Tree**  66.7% 76.9% 73.8% 

Random Forest**  67.9% 76.0% 73.2% 

Neural Network (Weka)** 71.0% 71.0% 73.1% 

Deep Learning (Weka)** 77.5% 85.6% 83.8% 
* Models that were run using Weka software are noted, otherwise calculations 

were taken from Spark analysis.  

** Results for the five models applied and analyzed at selected attributes as 

discussed previously.  

V. CONCLUSION 

This study has examined the impact and advantages of 

utilizing big data to predict the risk of heart disease in 

patients. Various analytical models were employed to 

predict heart disease based on several factors, with the most 

significant ones being the type of chest pain, thalassemia 

degree, and number of major vessels. Additionally, 

secondary factors such as age, maximum heart rate value, 

old peak, and ST segment's slope were considered. Each 

model has its own specific applications, and it appears that 

logistic regression and deep learning offer better analysis 

of the heart disease dataset. The findings of this paper are 

supported by numerous papers and discussions. According 

to [48], the neural network technique can effectively design 

a diagnostic system to predict heart disease risk levels with 

an accuracy of approximately 100%, using attributes 

similar to those used in this study. Another analysis, using 

the same heart disease dataset as this paper, yielded similar 

results: an accuracy score of approximately 87% using the 

Random Forest Classifier, approximately 79% using both 

the Logistic Regression Model and the Support Vector 

Classifier, and approximately 81% using the Multilayer 

Perceptron Classifier [49]. 

As per a different publication [20], the Naive Bayes 

classifier and Sequential Minimal Optimization models can 

be effectively applied with similar datasets and attributes 

to yield superior outcomes. These two models exhibited 

enhanced performance with an accuracy rate of 

approximately 84.5%, surpassing the Multilayer 

Perceptron's accuracy of around 82%. To delve deeper into 

this subject, exploring alternative machine learning 

models, such as diverse deep learning techniques, on 

comparable datasets is recommended. Moreover, 

implementing additional strategies, such as augmenting 

data volume to address weak correlations, creating novel 

features, focusing solely on essential attributes, and 

integrating hidden layers, can further enhance results. In 

the UAE, heart disease emerges as the primary cause of 

fatalities, emphasizing the critical nature of leveraging 

artificial intelligence to address and prevent this issue in the 

future. The outcomes of this study underscore the potential 

of artificial intelligence and data utilization in driving 

digital and societal transformations. By harnessing the 

power of artificial intelligence alongside data-driven 

methodologies, healthcare professionals can strengthen 

their capacity to detect, manage, and prevent heart disease, 

ultimately leading to improved patient outcomes and 

societal well-being. 
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