Image Segmentation method based on Fuzzy Clustering: Application to MR Brain Tissue Extraction
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Abstract—In this work, a fast and robust method for MR brain image segmentation is proposed. This method is based on a fast and robust fuzzy clustering algorithm that is initialized close to the searched solution in order to speed up the segmentation process. To validate the proposed method, we evaluate its performance on some grayscale images and on a normal brain (brought from the BrainWeb Simulated Brain Database). The experimental results are important in both robustness to noise and running times standpoints.
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I. INTRODUCTION

Magnetic resonance imaging (MRI) is a modern radiology technique that revolutionized the medical imaging world by allowing the exploration of the human body and many diseases. Several exploration axes derived from this imaging technique: Functional MRI (to study the brain functions), anatomical MRI (to visualize the brain tissues with a fine resolution), and diffusion MRI that is used to explore the brain areas connectivity.

To help physicians diagnose, study a tumor progression or make decisions, the processing and analysis of the MRI images has become necessary. Segmentation is a key component in assisting many radiological tasks, this is thanks to its role of extracting the most relevant information from an image such as points, shapes and regions.

To segment MR images, many segmentation methods have been developed [1], and each one depends on several factors such as the segmentation goal, image artifacts and noise types. Dzung L. Pham et al. published a survey about current medical image segmentation methods [1], in this work the authors focused on presenting the advantages and the drawbacks of each method in different imaging modalities including the MRI modality.

The most useful techniques in MRI image segmentation are based on the fuzzy clustering approach and more specifically on the c-means algorithm [2]. Indeed, a wealth of work has been developed in this context. To extract brain tumors, Eman Abdel-Maksoud et al. [3] integrated the k-means algorithm with its fuzzy version c-means, in order to get benefits from their advantages, and used the median filter as a pre- and post-processing to remove noise. As a pre-processing method, the median filter presents two main problems. The first one is increasing the computational time, while the second one lies on the loss of some fine details [4], which alters the clustering quality in a negative way. To get over this latter limitation and increase the efficiency of the c-means algorithm in presence of noise, several researchers improved it in many ways. The majority tried to include the filtering step in the clustering process by integrating spatial information, while the rest tried to modify the dissimilarity measure.

To overcome the sensitivity to noise and other imaging artifacts, Dzung L. Pham [5] extended the c-means algorithm by incorporating a spatial penalty term in the objective function. Even though this extended algorithm showed its accuracy over other competing approaches, it still suffers from two major problems. The first one is the difficult selection of the parameter that controls the effect of the penalty term, and the second problem is its time requirement.

To improve its efficiency, robustness to noise and processing speed, and make it suitable for extracting non-Euclidean structures, the FCM_S algorithm [6] was extended to five other variants by S. Chen and D. Zhang [7]. The main idea of S. Chen and D. Zhang’s work is based on including the median (or mean) filter into the clustering process and using kernel methods.

J. Wang et al. [8] proposed a modified c-means algorithm based on a modified distance measurement that incorporates both local and non-local information.

Even though the algorithm FCM_S and its variants are robust to noise, they require the adjustment of a parameter $\alpha$ that balances between noise suppression and detail preservation, which prevents them from being automatic. To get over this
problem and make these algorithms fully free of the empirical parameters, we introduced in [9] a new factor, based on the local spatial and the gray level information, that is automatically adjustable. The strength of the extended algorithms was demonstrated on synthetic and real images.

The aim of this work is centered on providing a fast and robust segmentation method for MR brain images. To this end, the main ideas of the algorithms presented in [9] and [10] are used to develop a Fast RFCMLGI (Robust FCM with Local and Gray Information) algorithm, which is also incorporated into a method that initializes the fuzzy clustering algorithm close to the searched solution and refines the clustering results.

The rest of this article is structured as follows: In section 2 are presented the conventional FCM and the algorithms developed in [9]. The proposed method is described in section 3. Section 4 is dedicated for some experimental results and comparisons. In section 5, we conclude by some remarks and perspectives.

II. FUZZY CLUSTERING

A. Conventional FCM

C-means or FCM [11], [12] is the well-known fuzzy clustering algorithm that consists of grouping pixels into the most homogeneous groups by minimizing iteratively the objective function (1).

\[ J(D, U, C) = \sum_{i=1}^{C} \sum_{j=1}^{N} u_{ij}^m \| x_j - c_i \|^2. \]  

(1)

Where \( D \) is the input data, \( U = [u_{ij}] \) is the fuzzy partition matrix that satisfies the condition (2), \( C \) is the set of the cluster centers, \( \| \cdot \| \) is the Euclidean distance, and \( m \) is the fuzziness exponent that is always chosen equal to 2 [13]:

\[ u_{ij} \in [0,1], \sum_{j=1}^{N} u_{ij} = 1, \forall j \text{ and } 0 < \sum_{j=1}^{N} u_{ij} < N, \forall i. \]  

(2)

The membership values and the cluster centers are updated as follows:

\[ u_{ij} = \frac{\| x_j - c_i \|^{2(m-1)}}{\sum_{k=1}^{C} \| x_j - c_k \|^{2(m-1)}}. \]  

(3)

\[ c_i = \frac{\sum_{j=1}^{N} u_{ij}^m x_j}{\sum_{j=1}^{N} u_{ij}^m}. \]  

(4)

The major drawback of the conventional FCM algorithm lies on the lack of spatial information, which makes it very sensitive to noise and outliers. To overcome this problem, the FCM algorithm has been modified in many ways [5]–[8], [14]. However, most of its extensions require the adjustment of some empirical parameters such as \( \alpha \) in [7]. In order to make the FCM algorithm robust to noise and automatic, we introduced in our earlier work [9] a new factor \( S \) (defined in (5)) that includes the local spatial and the gray level information. The objective function based on \( S \) is defined as in (6):

\[ S_j = \frac{1}{N R} \sum_{r \in N_j} \frac{\| x_j - x_r \|}{d_{ij}+1}. \]  

(5)

\( N_a \) and \( N_t \) are defined as in the FCM_S, and \( d_{ij} \) represents the spatial Euclidean distance between the pixels \( x_j \) and \( x_r \).

\[ J(D, U, C) = \sum_{i=1}^{C} \sum_{j=1}^{N} u_{ij}^m \| x_j - c_i \|^2 \]

\[ + \frac{1}{N R} \sum_{i=1}^{C} \sum_{j=1}^{N} S_j u_{ij}^m \| x_r - c_i \|^2. \]

(6)

The algorithm that minimizes (6) using (7) and (8) is called Robust FCM with Local and Gray Information (RFCMLGI).

\[ u_{ij} = \frac{\left( \frac{\| x_j - c_i \|^2}{\sum_{r \in N_j} \| x_r - c_i \|^2} + \frac{S_j}{N R} \sum_{r \in N_j} \| x_r - c_i \|^2 \right)^{\frac{1}{(m-1)}}}{\sum_{k=1}^{C} \left( \frac{\| x_j - c_k \|^2}{\sum_{r \in N_j} \| x_r - c_k \|^2} + \frac{S_j}{N R} \sum_{r \in N_j} \| x_r - c_k \|^2 \right)^{\frac{1}{(m-1)}}}. \]

(7)

\[ c_i = \frac{\sum_{j=1}^{N} u_{ij}^m x_j + S_j \sum_{r \in N_j} x_r}{\sum_{j=1}^{N} (1+S_j) u_{ij}^m}. \]

(8)

In order to speed up the clustering process, the objective function (6) has been extended to the following one (9), which leads us to two other versions of the RFCMLGI algorithm, RFCMLGI_1 and RFCMLGI_2 that update the partition matrix and the cluster centers using (10) and (11) respectively.

\[ J(D, U, C) = \sum_{i=1}^{C} \sum_{j=1}^{N} u_{ij}^m \| x_j - c_i \|^2 + \sum_{i=1}^{C} S_j u_{ij}^m \| x_j - c_i \|^2. \]

(9)
\[
\mathbf{u}_{ij} = \frac{\left( \|\mathbf{x}_j - \mathbf{c}_j\|^2 + S_j \|\mathbf{x}_j - \mathbf{c}_k\|^2 \right)^{\frac{1}{m-1}}}{\sum_{k=1}^{N} \left( \|\mathbf{x}_j - \mathbf{c}_k\|^2 + S_j \|\mathbf{x}_j - \mathbf{c}_k\|^2 \right)^{\frac{1}{m-1}}}
\]

(10)

\[
\mathbf{c}_i = \frac{\sum_{j=1}^{N} u_{ij}^m \left( \mathbf{x}_j + S_j \overline{\mathbf{x}}_j \right)}{\sum_{j=1}^{N} (1 + S_j) u_{ij}^m}
\]

(11)

\(\overline{\mathbf{x}}_j\) could be the mean or the median value of the neighbors within a specified window around \(\mathbf{x}_j\).

### III. The Proposed Method

Our algorithms presented in [9] proved their robustness to noise on grayscale images. Thus, they could perform in a similar manner on MRI data, as they are also grayscale images. In this paper we improved them, in terms of speed, and incorporated them into a fast and robust MR brain image segmentation method, that aims to extract the three main brain tissues: white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF).

#### A. Speed Improvement of RFCMLGI

The spatial information introduced in the objective functions (6) and (9) via a neighborhood term appears in the updating equations (7), (8), (10) and (11). Which means that this term has to be computed in each iteration, which requires the algorithm to perform slower. To overcome this problem, we adopted the idea of Jiu-Lun Fan et al. [10]. Actually, we modified our algorithm RFCMLGI and its variants by introducing a parameter \(\gamma\) that controls the trade-off between the fastness of the hard clustering algorithm and the robustness of RFCMLGI (and its variants) to noise. The idea behind Jiu-Lun Fan’s algorithm is to prize the biggest membership degree and suppress the others.

Let \(\mathbf{x}_j\) be a pixel and \(u_{bj}\) be its degree of belongingness to the \(b^{th}\) cluster. If \(u_{bj}\) is the biggest value of all the clusters, then the membership degrees of \(\mathbf{x}_j\) will be modified as follows:

\[
u_{bj} = 1 - \gamma \sum_{j \neq b} u_{bj} = 1 - \gamma + \gamma u_{bj}
\]

(12)

\[
u_{ij} = \gamma u_{bj}, i \neq b
\]

(13)

Where \(\gamma \in [0,1]\). When \(\gamma\) gets closer to 0, the algorithm becomes more hard and when it approaches 1 the algorithm tends to the fuzzy version. According to Jiu-Lun Fan et al., 0.5 is a better value for \(\gamma\) when there is no information about the data structure.

This modification has to be done immediately after updating the fuzzy partition matrix. Thus, we come up with the following algorithm that is slightly different from the previous one RFCMLGI.

**Fast_RFCMLGI Algorithm**

- Fix the clustering parameters (the converging error \(\varepsilon\), the fuzziness exponent \(m\) and the number of clusters \(C\)), input the dataset \(D\), initialize randomly the cluster centers and the parameter \(\gamma\).
- Compute \(S\) using (5).
- **Repeat**
  1. Update \(U\) using (7).
  2. Modify \(U\) using (12) and (13).
  3. Update \(C\) using (8).
- **Until** \(\|U_{new} - U_{old}\| < \varepsilon\)

#### B. Clustering Result Refinement

Mathematical morphology based methods are interested on analyzing geometrical structures. They consist of using a structuring element (small shape) and performing a series of basic and complex operations (dilations, erosions, opening and closing) in order to achieve the desired segmentation. These methods can be used to segment an image or to improve the segmentation result of another method. To learn about this important topic, relevant publications are available [15]–[18].

In this work, we use the closing operation in the post-processing stage in order to improve the clustering result accuracy. The closing operation is a dilation followed by an erosion using the same structuring element, which leads to filling black holes and merging close regions of the same cluster. Actually, the dilation process consists of expanding the objects borders (white regions on a black background), while the erosion is defined as the opposite operation that consists of shrinking the objects sizes. This last operation ends up by removing objects with sizes smaller than that of the structuring element.

#### C. The Proposed Method

To segment a single MR image, the Fast_RFCMLGI algorithm and its variants are sufficient in terms of accuracy and computational time. However, in case of segmenting a series of images, the segmentation process becomes heavier. This problem is mainly due to the big size of data and the random initialization of the fuzzy clustering algorithm. In fact, when the clusters centers are initialized randomly, they can be localized far from the searched ones, which requires the algorithm to perform slowly. To overcome this problem, we propose a method that processes the volume slices in a sequential order. At first, it takes as input a series of MR images and segments the first slice using a random initialization. To segment any other slice of the volume, the proposed method uses the clustering result of the previous slice to initialize the clustering algorithm Fast_RFCMLGI. In this way, the algorithm is initialized close to the search solution, which allows it to converge faster. In fact, it is obvious and well known that two consecutive MR brain slices are very similar in terms of structures, shapes and matters (WM, GM and CSF), which means that their clustering results are very close.
Fig. 1 illustrates the method steps from the input to the output. NS is the constant that refers to the total number of slices and i is the variable used to test whether the last slice is achieved or not. The MRI slices are numbered from one (the lowest slice) to NS (the superior slice).

- **Brain extraction**: This step is primordial in any MR brain image segmentation method because it reduces the data size and the clusters number. It consists of removing non-brain structures such as skin, eyeballs, skull, fat and muscle. In this work, we use the Brain Extraction Tool (BET) developed by Stephen M. Smith [19].

- **Clustering the i\textsuperscript{th} slice**: If i is equal to 1, then the first slice is partitioned using a random initialization. Otherwise, if 1 < i ≤ NS, then the i\textsuperscript{th} slice is partitioned using the clustering result of the (i-1)\textsuperscript{th} slice as an initialization of the Fast_RFCMLGI algorithm.

- **Defuzzification**: In this step, the WM, GM and CSF masks are extracted from the partition matrices U using a defuzzification process (each pixel is assigned to the cluster where the membership value is the biggest one). To improve the clustering result, a closing operation is performed on each binary card.

IV. EXPERIMENTAL RESULTS

To show the efficiency of the proposed method, we compare it with the conventional FCM and RFCMLGI. The clustering parameters were fixed as: m=2 [13], ε=10^{-8} and γ=0.5 [10]. The structuring element used is a 2D diamond-shape with a radius equal to 1.

The algorithms (FCM and RFCMLGI) and the proposed method are implemented in Matlab R2016b and tested on an Intel Core i7 (4.4 GHz) computer under Windows 7.

This section contains two main subsections. In the first one are presented the results on some grayscale images, while in the second subsection are depicted the results on some series of MRI images.

A. **Grayscale images**

The proposed method, FCM and RFCMLGI are applied on a synthetic and three real grayscale images (See Fig. 2) that are corrupted by Gaussian and ‘Salt&Pepper’ noise.

![Fig. 2. Test images. (a) Synthetic. (b) Moon. (c) Elephant. (d) Wolf.](http://innove.org/ijist/)

1) **Synthetic Image**. The synthetic image contains 255×255 pixels spanning into two classes with two gray levels taken as 200 and 50. To measure the performance of the proposed method and that of each fuzzy clustering algorithm on the synthetic image, we used the Segmentation Accuracy (SA) defined as follows:

$$SA = \frac{\text{Number of correctly classified pixels}}{\text{Total number of pixels}}$$

Visual results are shown in Fig. 3 and Fig. 4, while the segmentation accuracies and the running times are depicted Table. 1 and Table. 2 respectively.

It is clearly noticeable, from Fig. 3 and Fig. 4, that RFCMLGI and the proposed method surpass the standard FCM, which is also confirmed in Table. 1. Actually, RFCMLGI achieved results that are very close to those of the proposed method. However, from Table. 2, it is remarkable
that the proposed method performed faster than the RFCMLGI algorithm. Thus, the proposed method achieved better result within a reasonable time.

Table 1: Segmentation accuracies (SA in %) obtained on the synthetic image

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Gaussian noise</th>
<th>RFCMLGI</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>99.85</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Salt &amp; Pepper noise</td>
<td>97.57</td>
<td>99.95</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2: Running times (in seconds) performed on the synthetic image

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Gaussian noise</th>
<th>RFCMLGI</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.45</td>
<td>7.76</td>
<td>3.09</td>
</tr>
<tr>
<td>Salt &amp; Pepper noise</td>
<td>0.39</td>
<td>15.39</td>
<td>6.58</td>
</tr>
</tbody>
</table>

2) Moon Image. (356×536 pixels in size) This image was used in [9] to prove the robustness of the RFCMLGI algorithm and its two variants. The image was corrupted at the same time by Gaussian and ‘Salt & Pepper’ noise. In this experiment, C is fixed to 2. Visual results are presented in Fig. 5, while the number of iterations and the running times performed are summarized in Table 3 and Table 4 respectively.
From Fig. 5, we notice that the conventional FCM provided the worst segmentation, where it could not deal with noisy pixels. However, the RFCMLGI algorithm and the proposed method succeeded to different extent, to handle noise. In fact, the proposed method provided the best segmentation result, where it corrected some noisy pixels that appear in the RFCMLGI result, especially at the image borders and inside the regions circled in gray.

In terms of speed, from Table. 3, we remark that the proposed method performed less iterations than the RFCMLGI algorithm, which is also reflected by the running times depicted in Table. 4. Actually, the proposed method performed faster.

3) Elephant Image. (481×321 pixels in size) To confirm the remarks of the previous results, we performed some experiments on the Elephant[20] image corrupted by Gaussian and ‘Salt & Pepper’ noise respectively. In each experiment, C is fixed to 2. Visual results are presented in Fig. 6 and Fig. 7, while the numbers of iterations and the running times performed are summarized in Table. 3 and Table. 4 respectively.

As previously, from Fig. 6 and Fig. 7, we observe that the conventional FCM failed to handle noisy pixels, while the proposed method provided the best segmentation results. In fact, noisy pixels at the image borders (appear in the RFCMLGI results) and inside the regions circled in gray are corrected by the proposed method.

From Table. 3 and Table. 4, we remark that the proposed method required less iterations and performed faster than the RFCMLGI algorithm.

4) Wolf Image. (481×321 pixels in size) In the previous experiments we tried to extract one object (one cluster) from the background, that is why we fixed C to 2. This time, the efficiency of the proposed method is demonstrated on the Wolf [20] image that contains three main clusters (forest, wolf and ground), thus, C is fixed to 3. The experiments were performed on the image corrupted by Gaussian and ‘Salt & Pepper’ noise respectively. Visual results are presented in Fig. 8 and Fig. 9, while the numbers of iterations and the running times performed are summarized in Table. 3 and Table. 4 respectively.

From Fig. 8 and Fig. 9, it is clearly noticeable that the results of the FCM algorithm are the worst and those of the proposed method are the best ones. As previously, noisy pixels that appear in the RFCMLGI results, especially at the image borders and inside the regions circled in gray, are corrected by the proposed method.

From Table. 3 and Table. 4, we see that our method required less iterations and performed faster than the RFCMLGI algorithm.

According to the remarks drawn from all the experiments on the grayscale images, we conclude that the proposed method is:

- Fast: The parameter $\gamma$ helps to reduce the number of iterations, and consequently decrease the running times.
- Robust: This property is obtained, first from the spatial information introduced in the objective function, and second from the closing operation.
Fig. 8. Segmentation results on the Wolf image. (a) Original image. (b) Image corrupted by Gaussian noise. (c) FCM result. (d) RFCMLGI result. (e) Result of the proposed method.

Table 3. Number of iterations performed by RFCMLGI and the proposed method

<table>
<thead>
<tr>
<th>Images</th>
<th>RFCMLGI</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moon with mixed noise</td>
<td>27</td>
<td>17</td>
</tr>
<tr>
<td>Elephant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian noise</td>
<td>38</td>
<td>21</td>
</tr>
<tr>
<td>Salt &amp; Pepper noise</td>
<td>39</td>
<td>25</td>
</tr>
<tr>
<td>Wolf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian noise</td>
<td>98</td>
<td>22</td>
</tr>
<tr>
<td>Salt &amp; Pepper noise</td>
<td>42</td>
<td>27</td>
</tr>
</tbody>
</table>

Fig. 9. Segmentation results on the Wolf image. (a) Original image. (b) Image corrupted by Salt & Pepper noise. (c) FCM result. (d) RFCMLGI result. (e) Result of the proposed method.

Table 4. Running times (in seconds) performed by RFCMLGI and the proposed method

<table>
<thead>
<tr>
<th>Images</th>
<th>RFCMLGI</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moon with mixed noise</td>
<td>54,3</td>
<td>33</td>
</tr>
<tr>
<td>Elephant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian noise</td>
<td>56,14</td>
<td>31,5</td>
</tr>
<tr>
<td>Salt &amp; Pepper noise</td>
<td>58,14</td>
<td>32,7</td>
</tr>
<tr>
<td>Wolf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian noise</td>
<td>246,06</td>
<td>50</td>
</tr>
<tr>
<td>Salt &amp; Pepper noise</td>
<td>88,6</td>
<td>60,7</td>
</tr>
</tbody>
</table>

B. MR images

In order to see how the initialization of the clustering algorithm affects the convergence speed of our method, we examine its performance on seven series of MR images. In each experiment, we increase the number of the input images, run the Fast_RFCMLGI algorithm with the random initialization (and with the proposed initialization respectively) five times on each dataset and calculate the mean time in each case. The MR images used in these experiments are simulated using the BrainWeb Simulated Brain Database [21].

The running times required by the Fast_RFCMLGI with the random initialization (and with the proposed initialization respectively) are presented in Fig. 10. The black line (Random_In) refers to the running times required by the Fast_RFCMLGI algorithm with the random initialization, while the gray line (Proposed_In) refers to those required by the same algorithm based the initialization proposed in the previous section.

From Fig. 10, it is clearly noticeable that the running times Random_In and Proposed_In increase as the number of the input images increases, which is reasonable. Moreover, the Fast_RFCMLGI with the proposed initialization performed faster than using random initialization. This is due to the initialization of the algorithm close to the searched solutions, which allows it to make less iterations and consequently converge rapidly.

Fig. 10. Running times required by the RFCMLGI_2 algorithm
The numbers of iterations and the running times required to partition each slice of the fifth dataset (composed of 10 images 86-95) are depicted in Table 5.

From Table 5, we see that the FastRFCMLGI algorithm based on the random initialization required more numbers of iterations and running times to segment each slice, which leads to a total running time (3 minutes and 38 seconds) that is bigger than that performed by the same algorithm based on the proposed initialization (2 minutes and 36 seconds).

From the experimental results presented in this subsection, we conclude that the proposed initialization helps to dramatically decrease the running times required to segment a series of brain MR images.

In terms of shape, the real grayscale images used before are less complex than the MR brain images used in the last subsection. However, the first ones required more running times (between 31.5 and 60.7 seconds). Actually, the MR images slice86-slice95 required less running times (between 12 and 22.66 seconds), this is owing to the proposed initialization: for each slice (from slice87 to slice95), the clustering algorithm is initialized by the segmentation result of the previous slice.

Table 5. Experimental results on the 5th dataset

<table>
<thead>
<tr>
<th>Slice</th>
<th>Original images</th>
<th>The proposed method results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number on iterations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random Initialization</td>
</tr>
<tr>
<td>86</td>
<td><img src="86.png" alt="Image" /></td>
<td>34</td>
</tr>
<tr>
<td>87</td>
<td><img src="87.png" alt="Image" /></td>
<td>35</td>
</tr>
<tr>
<td>88</td>
<td><img src="88.png" alt="Image" /></td>
<td>33</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In the aim of providing a fast and robust segmentation method for MR brain images, we improved our automatic algorithm RFCMLGI, in terms of speed, and focused on the initialization step. In fact, we proposed to initialize the clustering algorithm close to the searched solution in order to speed up the algorithm convergence, and thus reduce the computational time. By testing this method on some grayscale images and on a normal brain, we noticed its fastness and robustness to noise.

In light of these valuable results, two main perspectives will be studied in the future. First, improve the proposed segmentation method in order to extract brain tumors and/or lesions. In this context, a combination of the proposed method with a contour-based method, such as Active Shape Model (ASM), is essential in order to delineate the boundaries between normal (WM, GM and CSF) and abnormal (tumors and lesions) structures. Second, because of the big size of data (3D MR images), it is important to parallelize the computations and data, and make a better use of the material resources in order to speed up the segmentation process.
<table>
<thead>
<tr>
<th>Slice</th>
<th>Original images</th>
<th>The proposed method results</th>
<th>Number on iterations</th>
<th>Running times (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Random Initialization</td>
<td>Proposed Initialization</td>
</tr>
<tr>
<td>89</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td>33</td>
<td>26</td>
</tr>
<tr>
<td>90</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td>33</td>
<td>21</td>
</tr>
<tr>
<td>91</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td>30</td>
<td>21</td>
</tr>
<tr>
<td>92</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td>34</td>
<td>25</td>
</tr>
<tr>
<td>93</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td>30</td>
<td>20</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Slice</th>
<th>Original images</th>
<th>The proposed method results</th>
<th>Number of iterations</th>
<th>Running times (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>94</td>
<td><img src="image1.jpg" alt="Image" /></td>
<td><img src="image2.jpg" alt="Image" /></td>
<td>Random Initialization</td>
<td>Proposed Initialization</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30</td>
<td>17</td>
</tr>
<tr>
<td>95</td>
<td><img src="image3.jpg" alt="Image" /></td>
<td><img src="image4.jpg" alt="Image" /></td>
<td>Random Initialization</td>
<td>Proposed Initialization</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30</td>
<td>25</td>
</tr>
</tbody>
</table>

Total Running times  3min 38s  2min 36s
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