Abstract—With the adaptation of traditional image processing methods to answer to the requirements of analyzing more complex representations than the standard gray scale portrayal, a growing interest is directed towards color image processing. Many color spaces are suggested in the literature, each serving a defined purpose and generating an output image with distinguishable perceptual differences. One other major difference between existing color spaces is the meaning each of them gives to the color component that makes certain operations and transformations possible on a representation and not on another. This raises the question whether certain processing may score distinct results on different color spaces. In this paper, we investigate the impact of RGB and HSV color representations on one of the well-known segmentation methods: the Seeded Region Growing algorithm (SRG). The adopted segmentation approach consists of three major steps: 1) The automated seed selection, based on two criteria, 2) The region growing phase, that will gather neighboring pixels and seeds into regions according to a similarity rule guided by the Euclidean distance, and at last, 3) the region merging phase will proceed to overcome the over segmentation issue and enhance the meaning of the defined regions will improving the segmentation accuracy. Three metrics from the literature were used to assess the performances of our algorithm on both color spaces conforming to similarity, distortion and noise. The segmentation results were compared by combining and averaging the performance measures from an images sample from the Berkeley dataset. The algorithm showcased more accurate results and consumed less execution time in the HSV color space compared to the RGB one. Post processing steps were tested and included in the RGB model to enhance the segmentation outcome.

Index Terms—Color image Segmentation, region growing, seed selection, region merging, Structural Similarity Index, Mean Square Error, Peak Signal to Noise Ratio, Median filter.

I. INTRODUCTION

In remote sensing, segmentation occupies and ensures a major role, prior to the high-level processing in which recognition and identification of the object of interest are made. This mid-level processing step enables the distinction between elements of predefined “inhomogeneity” degree and the grouping of pixels sets into super-pixel regions, based on the study of local features including, among others, color and texture features. During the past decades, many approaches have been elaborated, each showing strengths and weaknesses depending on the studied case. Based and the principle and techniques used, segmentation algorithms can be grouped into five major categories [1]:

Threshold based techniques: As the most basic type of segmentation algorithm and the simplest, the thresholding based segmentation algorithms make use of the histogram information to decide about the partitioning of a given image. In this category alone, many types of thresholding methods can be found, each using a certain type of information and delivering variant results depending on the studied images type [2].

Edge based techniques: As its name indicates, the algorithms of this category proceed by depicting the strong edges followed by filling the defined areas to obtain a segmentation result. One major drawback of these techniques is the sensitivity towards the noise. However, when adapted and well-tuned, the results can be very promising, especially with watershed and snake-based algorithms [3] [4]

Region based techniques: Unlike the edge based methods, region-based techniques follow a reversed approach under which the fill of a region is defined, beginning from a starting point called seed, then the contours are drawn around the found regions.

Clustering techniques: The aim of these techniques is to assemble found patterns from a previous segmentation stage into groups using distance calculations [1].

Matching techniques: These supervised techniques require disposing of ground truth references to which the segmentation results will try to match.
The previously mentioned classes are not strictly distinct and disassociated but share some common properties. This intersection aspect encourages the birth of a multitude of hybrid approaches capable, in a complementary way, of delivering even better results [5]. One famous output of the segmentation algorithms hybridization is the Seeded Region Growing algorithm [6]. As a region-based segmentation technique, the SRG requires the identification of start pixels, also named seeds, from which the growing process is going to follow up. The emphasis of this step on the segmentation led many studies towards investigating different seed choice criteria [7] [8] [9], guiding the growing process afterward. From each start pixel, defined as the region’s core, the growing process includes neighboring pixels under a regularized similarity assessment. Many reasons lie behind the success scored by the SRG segmentation method. In addition to the possibility of tuning and supervising the seed selection stage, it delivers rapid and accurate results and doesn’t require ground truth or training sets. However, implementing SRG algorithm alone tends to produce over-segmented results and inserting some guiding criteria along the algorithm or adding other processing steps proves to be useful for enhancing the quality of the segmentation outcome [10] [11].

Adapting the SRG segmentation method to high dimensional images is very straightforward. As a result, SRG was the subject of many studies working on color images. Fan & al. choose implementing the concerned segmentation algorithm on the YUV (Luma and two chrominance) color representation [12]. It was found that using isotropic color edge detectors to define the seeds of the growing algorithm makes the technique adequate for advanced application such as human face recognition. Later on, Frank Y. Shih and Shouxian Cheng approached the same color space with different seed selection and post-processing techniques [13]. HSV (Hue Saturation, Value) space segmentation was investigated by Huang & al. and delivered visual satisfying results compared to Frank Y. Shih and Shouxian Cheng study [14] [13]. Concerning the conventional RGB (Red, Green, and Blue) color space, Guthal & al. worked on each color channel separately as an independent image on which the SRG algorithm was run [15]. To underline the major differences and intersections between the previous studies, a concise description of the used methods is presented in Table I.

Our achieved work fits in the context of studying and assessing, in a quantitative way, the relationship between the rightness and the precision of the segmentation results and between the color representations chosen to display a given database. Two color representations will make the fundamentals of our study: the HSV and the RGB spaces. A comparison between the two representations-SRG-segmentation-outputs will be made upon the accuracy, the precision and the response time using some of the most reliable metrics in the literature. The remainder of this work is organized as follows. In section II, we present and explain our used algorithm while underlining its shades between the two color spaces. Section III is a brief overview of the metrics used. In IV, we introduce the study context of our work to pave for the next section, V, in which the results of the algorithm are demonstrated. The main conclusions are reiterated in the last section VI.

II. METHODS AND PROPOSED APPROACH

For clarification reasons, the projection of a studied image on the RGB and HSV color spaces will be referred to, respectively, as $I^{rgb}$ and $I^{hsv}$. Each pixel will have, in addition to its spatial coordinates $(i,j)$, three color components: $I^{rgb}(i,j) = (r(i,j); g(i,j); b(i,j))$, $I^{hsv}(i,j) = (h(i,j); s(i,j); v(i,j))$. The spatial size of each image is equal to $M*N$, where $M$ and $N$ are the number of rows and columns, respectively.

### A. Automatic Seeds Selection Process

Defining the seed or seeds from which the growing process will initial is the most crucial phase of our segmentation process. As seen in Table I, many criteria can be used as selection criteria, either alone or combined. In our work, we choose to use two norms: The no-edgness and the color-similarity verified for each pixel $(i, j)$ on a neighborhood defined by a $3*3$ window [14] [16].

- **No-edge Criterion**: A pixel is considered edge belonging when its intensity level marks an abrupt change from a pixel to another connected pixel. To evaluate this, we compute the $G$ image of the HSV colored image, where each pixel $g(i,j)$ is represented by the average of the hue over $I(i,j)$ pixels’ $3*3$ neighborhood. The $G$ image is defined as follows:

$$G = \begin{cases} 
g(i,j); 0 \leq i \leq M, 0 \leq j \leq N 
g(i,j) = \frac{1}{3}\sum_{k=-1}^{1}\sum_{l=-1}^{1} h(k,l) \end{cases}$$

(1)

The next step involves computing the average $a_G$ and the standard deviation $a_{G}$ over the $G$ image. This two parameters will be used to set the used threshold for seed pixels selection as expressed in (2), and each pixel with a value under the threshold will be labeled as a seed and added to the seeds list.

<table>
<thead>
<tr>
<th>Color Space</th>
<th>Data set</th>
<th>Seeds selection criteria</th>
<th>Post processing to the SRG algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fan &amp; al. [12]</td>
<td>YUV</td>
<td>Randonm set</td>
<td>Isotropic Color edge detectors</td>
</tr>
<tr>
<td>Frank Y. Shih and Shouxian Cheng [13]</td>
<td>YUV</td>
<td>Randonm set</td>
<td>Color compositi deviation</td>
</tr>
<tr>
<td>Huang &amp; al. [14]</td>
<td>HSV</td>
<td>Randonm set</td>
<td>Edge and smoothne ss criteria</td>
</tr>
<tr>
<td>Guthal &amp; al.[15]</td>
<td>RGB</td>
<td>Berkeley</td>
<td>Intensity similarity index</td>
</tr>
</tbody>
</table>
\[
T_g = \begin{cases} 
 a_g - 0.8 \times \sigma_g, & \text{if } (a_g - 0.8 \times \sigma_g) > 0 \\
 a_g, & \text{otherwise.}
\end{cases} \tag{2}
\]

- **Color-similarity Criterion:** Is the measure of the distance between the color composite of a given pixel \((i,j)\) and the average color composite over its corresponding window. For the HSV and RGB images, the color composite of any given pixel and its 9-pixels-neighborhood average will be referred to respectively by \((h(i,j), s(i,j), v(i,j))\), \((\bar{h}(i,j), \bar{s}(i,j), \bar{v}(i,j))\), \((r(i,j), g(i,j), b(i,j))\) and \((\bar{r}(i,j), \bar{g}(i,j), \bar{b}(i,j))\). A new image \(D\) is constructed for each studied case, using the Euclidean distance as shown in \((3)\):

\[
D = \begin{cases} 
 d_{rgb}(i,j); (i,j) \in (M,N) & \text{if } l^{gb}
 d_{hsv}(i,j); (i,j) \in (M,N) & \text{if } l^{hsv}
\end{cases} \tag{3}
\]

Where:

\[
d_{rgb}(i,j) = \sqrt{(r - \bar{r})^2 + (g - \bar{g})^2 + (b - \bar{b})^2} \tag{4}
\]

And,

\[
d_{hsv}(i,j) = \sqrt{(v - v)^2 + (s \cos h - \bar{s} \cos \bar{h})^2 + (s \sin h - \bar{s} \sin \bar{h})^2} \tag{5}
\]

For the new constructed image \(D\), and similarly to image \(G\), we compute the average \(a_D\) and the standard deviation \(\sigma_D\) over the matrix, and set a new threshold for seeds selection as defined in \((6)\):

\[
T_D = \begin{cases} 
 a_D - 0.8 \times \sigma_D, & \text{if } (a_D - 0.8 \times \sigma_D) > 0 \\
 a_D, & \text{otherwise.}
\end{cases} \tag{6}
\]

A pixel with a \(d\)-value less than \(T_D\) is automatically set as a seed pixel and added to the seeds list.

One major difference between RGB and HSV color spaces is the dependency of the color features under the \(1^{st}\) representation. In fact, for RGB images, measuring the intensity average means involving the three color components will for the HSV images the color information is held by one component: the hue. As a result, the no-edge criterion and the smoothness criterion are similar for the RGB image and the combination of these two decision rules was made for HSV images only.

**B. Segmentation by Region Growing Approach**

At this stage of our method, we have a seed list enumerating the initial number or regions, equal to the initial number of seeds. To reduce the initial region’s number, similar adjacent seeds were combined into “seed regions” based on a comparison with its 4-neighbors-pixels: Unless the seed’s neighborhood does not contain any other seeds, the seed will be merged with the other seeds found in its 2*2 window to constitute a labeled region. This iterative process will only stop when there are no left seeds to be merged and the only pixels left are the unclassified ones [14]. Once the regions are constructed, we will compute and assign to each of them its correspondent color mean value. The next step is to list the left unclassified pixels in order to facilitate the growing process.

The color criterion was chosen as the region growing rule for both HSV and RGB image; However, instead of separating the image into three 2-D images each representing a color composite and then apply the growing algorithm on each [15], we computed the growing on the 3-channel image using its full-color information as referred to in section II.A. For the RGB representation, we measured the distance between an unclassified pixel and its neighboring-labeled pixel using the equation \((4)\). In the HSV representation, we computed instead, the distance as expressed in equation \((5)\).

**C. Size and Color Based Region Merging Algorithm**

As a region-based method, region merging enables the clustering of complying regions and blend them into a whole sharing the same characteristics, using one or few selected rules. In general, those rules are either targeting the removal of weak edges found in shared boundaries while enhancing the boundaries strength [17] [18], or utilizing intrinsic characteristics of the regions such as color, texture, and histogram [19] [20] [1]. Under the aim of reducing the number
of small unnecessary information-free regions, size and color rules prove to be the best criteria to answer to. Each condition alone delivers good results but may induce error when merging, for instance, two small regions according to the set size threshold but majorly distinct on the color basis. Under this scope, we chose to combine both criteria to guide the merging process.

To start the merging processing, the 1st condition to be verified is the region’s size. The number of pixels among each region should be less than the set threshold of \( T_{size} = 1\% \) of the total image size. Once this condition verified, we move to the assessment of the mean color value. This step makes use of (4) or (5), depending on the studied color space, to measure the color distance between the small region and another.

\[
SSIM(X, Y) = \left[ L(X, Y) \right]^\alpha \left[ C(X, Y) \right]^\beta \left[ S(X, Y) \right]^\delta
\]

Where:

\[
L(X, Y) = \frac{2\mu_X\mu_Y + c_1}{\mu_X^2 + \mu_Y^2 + c_1}
\]

\[
C(X, Y) = \frac{2\sigma_X\sigma_Y + c_2}{\sigma_X^2 + \sigma_Y^2 + c_2}
\]

\[
S(X, Y) = \frac{\sigma_{XY} + c_3}{\sigma_X\sigma_Y + c_3}
\]

The intensity-average and the standard deviation of both images \( X \) and \( Y \) are expressed by \((\mu_X, \mu_Y)\) and \((\sigma_X, \sigma_Y)\), while \((c_1, c_2, c_3)\) are constants and \(\alpha, \beta\) and \(\delta\) are nonnegative weights, set by default to 1. SSIM index varies between 0 and 1, with 1 as an indicator of high similarity and as a consequence, high accuracy.

- **Mean Square Error (MSE):** Represents the average of the squared intensity difference measured between distorted image, and reference image pixels [22]. MSE is another frequently used quality-evaluation-metric that carries clear, interpretable physical significations. It is computed according to (9):

\[
MSE = \frac{1}{MN^*} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (I_X(i, j) - I_Y(i, j))^2
\]

The intensity and the resulted images are referred to by \( I_X \) and \( I_Y \). When the MSE index carries a close to zero value, it indicates low noise levels, and subsequently, good results.

- **Peak Signal to Noise Ratio (PSNR):** Related to the previous metric, PSNR is another conventional measurement operating on the image intensity. The computation of this index depends on two parameters: MSE score and \( d \), the maximum value a pixel can take, defined by the encoding of the studied image. It is defined by the following formula:

\[
PSNR = 10 \ast \log\frac{d^2}{MSE}
\]

In addition to these pre-defined metrics, our method was assessed according to its running time, including all the steps concisely described in Fig 2. The two signals objected to the used metrics are the original input image and the reconstructed image from the final segmentation result.

### III. STUDY CONTEXT

This work was realized under the framework of the APPHOS project aiming at employing multi-spectral-image processing techniques during the mining extraction of phosphate, in order to mark rich-phosphate-areas on the deposit.

Multispectral (MS) information presents the advantage of capturing the studied-element-reflectance over specific wavelengths across the electromagnetic spectrum. The
particularity of this data lies in the ineptitude of traditional color representations to support it and as a result, limits the use of these conventional spaces in advanced applications. However, the complexity of processing the MS data, strictly related to spectral dimension multiplicity is a real obstacle to exploiting and extracting meaningful information from it. To address this problem, many studies head towards integrating pre-processing steps relying on the use of dimensionality reduction and band selection methods [26] [27]. Another interesting use of band selection methods is the possibility of displaying an image with a spectral dimension equal to \( n \) into a tri-dimensional color space, chosen based on the delivered class separability results [28] [29].

Our study falls under the perspective of allowing the selection of the best visualization color space between the RGB and the HSV representations according to a metrical evaluation of SRG segmentation results. Selecting the best-displaying option for our soil MS data is believed to have a good impact on any posterior high-level processing to be privileged.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Dataset and Parameters Setting:

To make the results of our study more relevant, we decided to work on an image subset retrieved from the famous Berkeley dataset [30]. 20 images were picked randomly from the dataset to ensure representability of different classes. The selected data set was not subjected to any form of preprocessing, however, to ensure uniformity of the results in terms of processing time, all the images were of the size: 322*481 pixels each. The subset was projected on both considered color representations, raising the total number of study cases tested by our algorithm to 40 images. To facilitate the referencing inside the set, we will be refereeing to HSV and RGB images by Subsets (A) and (B), respectively. The followed methodology will provide a thorough and regulated comparison of the color-spaces-outcome.

Our algorithm was developed with Matlab under a test machine endowed with Windows 10 operating system and with a processor of the family Intel(R) Core(TM) i7 CPU 2.70 GHz, and a RAM memory of the size of 8 Go.

Concerning the settings of the parameters and constants, we followed an experimental approach based on the results of repeated tests with different configurations. It was found that fixing the threshold coefficient to 0.8 in both (2) and (6) delivered a better seed selection. During the merging process, and to ensure the absence of small irrelevant regions without loss of significant information, the size threshold was fixed at 1% of the total size of the images, the equivalent of 1550 pixels. The color distance limit was established 0.05 in the set (A) merging, and 2 for the set (B).

B. Comparison within the two color models:

Fig. 3 displays the stepwise results of our method on an image sample from the set (A). It is clear that the visual quality of our SRG algorithm is very satisfying. In fact, based on our perception, both reconstructed images Fig. 3(a.4) and Fig. 3(b.4) are extremely similar to their original references Fig. 3(a) and Fig. 3(b) and the SSIM rates confirm it, with consecutive scores of 96.88% and 96.98% of accuracy. On the same images, PSNR and MSE rates were very satisfying as well: For Fig. 3(a) the scores are (PSNR; MSE) = (25.61 dB; 2.7.10\(^{-3}\)), and (PSNR; MSE) = (28.15 dB; 1.5.10\(^{-3}\)) are scored by Fig. 3(b). These outcome witnesses not only the absence of noise elements in the final segmentation results but also the effectiveness of the region merging post-processing phase. In fact, region merging enabled us to keep a reduced number of regions equal to 1.4% of the region growing total regions in Fig. 3(a.3), and of 3.8% on Fig. 3(b.3). This major region reduction did not cause any significant loss of meaningful information and made possible the reconstruction of plausible images.

![Fig. 3](http://innove.org/iJIST/)
first (4642.15s versus 1090.66 s).

Concerning the data set (B), examples of the obtained results are illustrated in Fig. 4. It is clear that during the seed selection, most seeds were concentrated in the object depicted by the images and very few were chosen to describe the background. Still the reconstructed images Fig. 4(a.4) and Fig. 4(b.4) ensured an acceptable, clear degree of faith compared to the original images, in spite of slight visible color shift and of the smoothness phenomenon that overshadowed some details. This outcome reflected on the SSIM values equal to 91.74% and 88.3% which are less than the outcome scored on the same images from the set (A) by, respectively, 5.14% and 8.58%. However, the results are still considered to be delivering acceptable accuracy rates.

Moving to the PSNR and MSE index, the scored values were as follows: For Fig. 4(a) the scores are (PSNR; MSE) = (-23.79 dB; 239.62), and (PSNR; MSE) = (-24.05 dB; 283.14) are scored by Fig. 4(b). These concordant rates indicate that the outcomes quality was damaged by the presence of ponderous noise. Since the original images were not noisy, the logical explanation, in this case, would be the introduction of noise during the execution of our SRG algorithm possibly related to an unhindered-over-segmentation phenomenon. Under this assumption, an evaluation of the regions-number-reduction by the region merging phase was carried on and it was found that the merging effectiveness was limited. In fact, only 24.66% of the found regions were merged in Fig. 4(a.3), and even less in the case of Fig. 4(b.3) (15.34% of merged regions). This slight impact was visually depicted by the high perceptual resemblance showcased between the region growing (Fig. 4(a.2) and Fig. 4(b.2)) and the region merging displayed results (Fig. 4(a.3) and Fig. 4(b.3)).

This minor effect of the merging process over the SRG segmentation had a major impact on the running time of the whole algorithm. The execution of the collectivity of the method steps on Fig. 4(a) took 24.54s, and the elapsed time registered by Fig. 4(b) segmentation was very close with a value equal to 20.87 s.

C. Comparison between the two color models:

To underline the performance differences between the two studied sets (A) and (B), the quantitative results of each image, including the three used metrics scores and the time consumption aspect, were displayed in Fig. 5. According to the last, the achieved scores depends highly on the complexity and diversity of the constructional elements of each image and the impact of the color representation is clear.

Concerning the visual quality, Fig. 5 (a) shows SSIM values higher on the set (A) compared to the scores delivered by the set (B) on a total of 19 out of 20 images. On both sets the best scores was delivered by sample2, with almost 3% more resemblance ensured on the HSV color space ($SSIM_{set(A)}(sample2) = 98.78\%$ and $SSIM_{set(B)}(sample2) = 96\%$). While the difference between the best scores isn’t striking, the gap between the lowest scores is very important. The lowest SSIM score among the set (A) is 77.14%, which represents a lead by 18.46% compared to the set (B) lowest score (58%). The complexity of the image seems to have more effect on the SRG segmentation product and create more confusion when projected on the RGB color space.

PSNR and MSE rates over the whole studied sets showcase divergent results as displayed in Fig. 5(b) and Fig. 5(c). On the subset (A), all the images scored high positive PSNR results, varying from a minimum equal to 17.57 dB to a maximum of 30.43 dB. Since all the scores are positive, our SRG algorithm is clearly performant on HSV images and the distortion between the reconstructed image and the original reference is minimal. Consecutively, MSE rates of the same set are very low and coherent to (10): The error rate on all the images from the set (A) is at the scale of $10^{-2}$ and less, announcing high quality of the reconstructed images and reduced noise percentage.

On the other hand, all the PSNR and MSE scores delivered by the subset (B) indicate little quality and an imposing noise presence. Fig. 5(b) demonstrates negative PSNR values on all set (B) images when encoded as “double” (d-value in (10) equal to 255), similarly to the type of encoding followed for the set (A). Changing the encoding type to “uint8” gave good
PSNR values, falling in the range of the ones found on the set (A). This outcome insinuates the valuable impact of the encoder on the quality of our SRG algorithm when applied to RGB images, and adds another parameter to the evaluation equation. However, since the aim of our comparative study is to focus on color-aspect-influence on the segmentation results, we will be limiting our analysis to the “double” encoding type.

The last aspect over which we compared the performance of our method on both subsets (A) and (B) is the elapsed time. Fig. 5(c) underline huge time consumption on the first set compared to the second with respective maximum values of 7730.05s and 143.09s. The large time utilization noticed on HSV images agrees with the analysis made in V.B, linking the large running time to computations and iterations made to reduce region’s number on this model by an average of 90%, and still provide highly accurate results while preserving fine details.

The performances averages on both studied color spaces are represented in Table II. In general, the overall accuracy scored on the HSV model is 10% better compared to the RGB model as underlined by the SSIM index. On the sets (A) and (B), MSE index scores fall in different scales, of the order of $10^{-3}$ on the first (5.10$^{-3}$), and the order of $10^3$ on the second (362.14). PSNR mean values are congruent, with respective scores of 23.83 dB and –24.37 dB. Another main difference is noticed on the running time averages, since HSV model consumes, in average 60 times more than the RGB model.

Compared to previous works, precisely to the singular color plane SRG segmentation iterating over each RGB color channel separately [15], our adapted version delivered results with better quality and visual precision while reducing the average time (an average elapsed time of 215.92s is found on the mentioned study counter 35.04s found by our algorithm). However, the need for an adaptation to reduce the quantity of the introduced noise is imposing.

**D. Noise effect attenuation:**

According to the analysis conducted in V.B and in V.C, one of the reasons behind the noisy output of our SRG algorithm on RGB images is the insufficiency of the region merging step to eliminate the majority of small-meaning-free regions. Fig. 6(b) is an example of a noisy reconstructed image. It shows the presence of noise that affects even the visual quality of the image and gives an effect similar to the salt and pepper noise.

Our proposition is to add another processing block, posterior to the region merging phase, where filters will be applied only to the channel mostly impacted by the noise, measured by MSE index. Once the root-noisy-channel
detected, it will be subjected to a median filter before reconstructing the final image, to be compared to the original reference.

In 50% of our sample images, the highly damaged channel was the Blue channel, 25% of the cases was the Red channel, and the left 25% the Green channel. A median filter with a 3*3 window, in accordance with the window’s size adopted in previous steps of our segmentation, was applied to the selected subject channel. The results are described in Table III.

**Table III**  
AVERAGE PERFORMANCE EVALUATION OF THE SEGMENTATION ALGORITHM OVER SET (B) WITH A MEDIAN FILTER

<table>
<thead>
<tr>
<th>Subset</th>
<th>SSIM (%)</th>
<th>PSNR (dB)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B) with filtering</td>
<td>76.44</td>
<td>-24.34</td>
<td>329.75</td>
</tr>
</tbody>
</table>

According to these results, the added targeted filter enabled an average reduction of the MSE index by almost 10%. However, the impact wasn’t valuable as it didn’t allow the noise rates to drop to minor values and its scale is still of the order of $10^3$. This consequence appears clearer on the PSNR average index, where the reduction of distortion was negligible (a drop of the average value by 0.03 dB).

On the other hand, adding the filtering step to the process made the reconstructed images lose in their average perceived quality by more than 3%. This is a systematic response to the median filter which eliminates details below a certain threshold, alongside the removed noise, and induces by such, a loss in the visual quality.

Overall, the HSV color representation is capable of delivering more accurate and precise results compared to the RGB representation, under the SRG implementation. This could be related to the relative-dimension-independency characteristic of the HSV color space [31] which helped deliver a seed set that accurately guided the segmentation process. However, the running time falls short to satisfy the requirements of a fast segmentation. Over many steps of the algorithm, we have chosen fixed thresholds and predetermined parameters adequate to detect minor variations and discriminate between overlapping, confused objects. Adaptive thresholding will be required for better results and foreground selection and these modifications could be capable of reducing the iterations number and, accordingly, the elapsed time as well.

**V. CONCLUSION**

In this study, we have implemented our adaptation of the SRG segmentation algorithm, using both no-edge and smoothness criteria for the seed selection process, on two types of color images: RGB and HSV. Based on visual inspection and on metrical assessment, the experimental results underline overall good segmentation outputs on both color spaces and proved the relevance of our algorithm. Region merging post processing managed to drastically reduce the effect of over-segmentation on the HSV model. However, on the RGB dataset, the noise that affected the segmentation output could not be hindered with region merging. Adding some filtering steps to the final results did reduce its impact, however further post processing may be required for optimal denoising.

The results underline also the advantages showcased by the HSV dataset, in terms of delivering more accurate, detail preserving and noise-free results, in spite of the time consumption problem. With the right modifications, it is believed that the HSV color space will be the adequate representation to use with reduced multispectral data in order to score the best discriminating segmentation results.
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